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Abstract. We present a simplified model of data flow on processors in a high performance computing framework involving computations necessitating inter-processor communications. From this ordinary differential model, we take its asymptotic limit, resulting in a model which treats the computer as a continuum of processors and data flow as an Eulerian fluid governed by a conservation law. We derive a Hamilton-Jacobi equation associated with this conservation law for which the existence and uniqueness of solutions can be proven. We then present the results of numerical experiments for both discrete and continuum models; these show a qualitative agreement between the two and the effect of variations in the computing environment’s processing capabilities on the progress of the modeled computation.
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1. Introduction. It has been well-established that current and future generations of extreme scale computers have achieved and, for the foreseeable future, are expected to achieve increases in performance via greater levels of parallelism at multiple levels — e.g., within the processors as well as increasing the number of processors and nodes — as opposed to increases in clock speeds, which are expected to remain relatively flat. Additionally, extremely concurrent codes, involving dynamic parallelism and greater degrees of asynchronous parallel executions, are increasingly needed to leverage this large scale parallelism [15, 29].

As machine improvements depend on increasingly complex architectures and as additional constraints on system development and planning (such as power consumption [15]) arise, a need for predictive, quantitative models of computational performance will grow greater. Previously developed modeling tools such as LogP [12, 13] result in easily evaluated models which can prove difficult to extend and modify. Alternatively, PRAM models have been used as abstractions of codes; these however have scalability issues due to the complexity of simulating them [25]. Other modern tools [23, 24] are similarly still limited to fine-grain simulations of at most a few dozen nodes, again due to their computational complexity during simulations.

Core counts are now in the hundreds of thousands and millions on machines in the TOP500 list of supercomputers; node counts consistently are in the thousands [1]. Such numbers mean that fine-grained simulation tools (such as those listed above) are 
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incapable of describing large-scale phenomena; essentially the simulation tools begin
to require computational resources beyond those of the systems they are simulating.
Alternative approaches have been proposed to address these issues: miniapp codes
can mimic key features of the performance of exascale codes with a much smaller
codebase \[16\]. Aspen, a framework for performance modeling \[28, 31\], uses a domain
specific language which encodes both abstracted features of machines hardware and
specific software applications to provide coarse-grained simulations. However, these
suffer from the need to develop specialized simulation codes which can be problem
dependent, resulting in possibly labor-intensive tools. A workflow modeling approach,
Pegasus, has been developed to model workflows using a graph-theoretic perspective
to detect and manage anomalies in the computing environment \[14\].

We propose developing a macroscopic model of extreme scale computers which
takes such computing environments in a continuum framework. Such a model has
several potential benefits: in addition to being computationally tractable, it will open
up the possibility of using the theoretical tools of partial differential equations to
understand and control the performance of high-performance computing systems.
Specifically, our goal is to derive a fluid-limit model of data flow — which can be
described by a partial differential equation — from a simplified deterministic model
of data processing and flow in an extreme scale computer with interprocessor com-
munications and asynchronous executions. Fluid models, beyond their obvious utility
in physical systems, have been used to model flows in networks, such as vehicular
traffic flows \[3\], supply chains \[2\], and gas networks \[4, 8\]. In particular, as discussed
in \[22\] and \[2\], such fluid models lie at the end of a hierarchy of models which begin
with microscopic or discrete models. That is, similar to the derivation of physical
fluid laws from many body physics, one may derive continuum-level flow equations
from discrete-level models of the dynamics of agent interactions. With such a model,
standard numerical simulation tools and analytical methods may be brought to bear
for studying large-scale phenomena in extreme-scale computing.

We begin in Section 2 with a microscopic model of a network of processors per-
foming a multi-stage computational task which necessitates inter-processor commun-
ications. In Section 3, we derive a formal asymptotic limit of this agent-based model
as the scale of the system increases, resulting in an Eulerian fluid flow model. Along
with the resulting nonlinear conservation law, we present a related Hamilton-Jacobi
equation and establish the existence of solutions in Section 3. In Section 4, we pres-
ent the results of numerical experiments to show agreement between the microscopic
and fluid models and then illustrate the behavior of solutions under heterogeneous
computing layouts.

2. The discrete model. In this section, we introduce the microscopic model,
which is based on a highly simplified, deterministic, semi-discrete ordinary differential
equation (ODE). We imagine the computer as a network of processors \({\mathcal P_i}_{i=1}^{i_{\text{max}}}\)
that are arranged in a one-dimensional, periodic lattice. The computer is assigned a
computational job involving a sequence of \(k_{\text{max}}\) tasks which are identical in the sense
that each one takes the same effort to complete. This computational job is divided
by distributing data amongst processors. We denote by \(q_{i,k}(t)\) the amount of data in
\(\mathcal P_i\) that sits in stage \(k\) at time \(t\).

2.1. Conservation law. The dynamics of \(q_{i,k}\) are given by a conservation law
of the form
\[
\dot{q}_{i,k}(t) = F_{i,k-1}(t) - F_{i,k}(t), \quad k = 1, \ldots, k_{\text{max}}, \quad i = 1, \ldots, i_{\text{max}},
\]
where $F_{i,k}$ ($i = 1, \ldots, i^{\text{max}}$, $k = 1, \ldots, k^{\text{max}}-1$) is the rate of data moving in processor $i$ from stage $k$ to $k+1$, referred to as the throughput. At the first stage $k = 1$, $F_{i,0}$ ($i = 1, \ldots, i^{\text{max}}$) is the rate of data being loaded into processor $i$ to be processed, referred to as the inflow, and at the final stage, $F_{i,k^{\text{max}}}$ ($i = 1, \ldots, i^{\text{max}}$) is the rate of data completing the final stage of the job, referred to as the outflow. Equation (2.1) implies that the data in each processor is neither created or destroyed, only moved in and out of the processor or in between stages; that is,

\begin{equation}
\frac{d}{dt} \left( \sum_{k=1}^{k^{\text{max}}} q_{i,k} \right) = F_{i,0} - F_{i,k^{\text{max}}}.
\end{equation}

A key aspect of the model is that it does not separately track data that moves between processors; instead the effects of communication delays will be incorporated directly into the definition of the throughputs.

A fundamental quantity of interest in the discrete model is $Q_{i,k}(t)$, which is defined as the amount of data at time $t$ that has gone through the first $k-1$ stages of $P_i$. For each $t \geq 0$,

\begin{equation}
Q_{i,k}(t) = \left( \sum_{j=k}^{k^{\text{max}}} q_{i,j}(t) \right) + \int_{0}^{t} F_{i,k^{\text{max}}}(s) ds.
\end{equation}

### 2.2. Processor throttling

We now turn to specifying the form of $F_{i,k}$. In the absence of throttling, each processor $P_i$ moves data between stages at a rate $a_i \geq 0$,
which we refer to as the **maximum throughput**. For the purposes of the current paper, we assume that $a_i$ is given. In practice, it must be determined from experiments, fine-scale models, or a combination of both. It may also depend on $k$, although for simplicity, we assume here that it does not. Throttling is said to occur whenever $F_{i,k}(t) < a_i$; this happens for one of two reasons.

1. **Self-throttling:** Given an amount of data $q_{i,k}$ to be processed at stage $k$ in processor $P_i$, we define the self-throttling function

$$v_1(q_{i,k}; q_*) = \max \left\{ 0, \min \left\{ 1, \frac{q_{i,k}}{q_*} \right\} \right\}. \quad (2.4)$$

Clearly if no data is available to be processed, then $F_{i,k} = 0$. Furthermore, we assume that if the amount of data to be processed drops below a certain threshold $q_* > 0$, then $P_i$ cannot maintain the throughput $a_i$ and the throughput is reduced.

2. **Neighbor throttling:** As the computational task is not entirely parallel across processors, $P_i$ requires sufficient information from its neighbors to perform task $k$ at full throughput. The neighbor throttling function $v_2$ models this dependence. It gives the amount of available data on $P_i$ at stage $k$

$$v_2(q_{i,k}, \Delta_{i+1,k}, \Delta_{i-1,k}; \beta) = \min \left\{ q_{i,k}, \frac{1}{\beta} \max\{\Delta_{i+1,k}, 0\}, \frac{1}{\beta} \max\{\Delta_{i-1,k}, 0\} \right\}. \quad (2.5)$$

Here $\Delta_{i\pm1,k}$ denotes the data on the right/left neighbor which is available to be used by $P_i$ to process $q_{i,k}$. The parameter $\beta \in (0, 1]$ allows for the possibility that computations do not rely in a one-to-one fashion upon the availability of data from neighbors. If $\Delta_{i\pm1,k} = 0$ the processing of data stops due to the absence of a necessary component of the computational task and so $F_{i,k} = 0$. Alternatively, if both $\Delta_{i+1,k}$ and $\Delta_{i-1,k}$ exceed $\beta q_{i,k}$, then $P_i$ has sufficient data from its neighbors to process $q_{i,k}$ and no throttling occurs. The data from the left/right neighbor which is available for processing at stage $k$ is given by

$$\Delta_{i\pm1,k} = Q_{i\pm1,k} - Q_{i,k+1} = Q_{i\pm1,k} - (Q_{i,k} - q_{i,k}). \quad (2.6)$$

The data on each neighbor must have completed the same stage for it to be available; additionally, this data is not reused on $P_i$ for the same stage. This means that the data available to be used from the neighbors can be written as above and so the amount of data available to be processed on $P_i$ at stage $k$ is given by

$$v_2(q_{i,k}, Q_{i+1,k} - Q_{i,k} + q_{i,k}, Q_{i-1,k} - Q_{i,k} + q_{i,k}; \beta). \quad (2.7)$$

The throughput $F_{i,k}$ is a composition of the throttling functions $v_1$ and $v_2$:

$$F_{i,k} = a_i v_1 \left( v_2(q_{i,k}, Q_{i+1,k} - Q_{i,k} + q_{i,k}, Q_{i-1,k} - Q_{i,k} + q_{i,k}; \beta); q_* \right). \quad (2.8)$$

At first glance, this definition of $F_{i,k}$ appears circular since it depends on $Q_{i,k}$, which in turn depends on $F_{i,k}$. However, as a consequence of the conservation law (2.2),

$$\int_0^t F_{i,k}^{\text{max}}(s) ds = \int_0^t F_{i,0}(s) ds + \sum_{j=1}^{k_{\text{max}}} q_{i,j}(0) - \sum_{j=1}^{k_{\text{max}}} q_{i,j}(t) \quad (2.9)$$
Thus to complete the model, we need only prescribe initial data \( q_{i,k}(0) \) and the inflow \( F_{i,0} \). To prescribe the inflow, we specify \( q_{i,0} \) and then let \( F_{i,0} \) be evaluated according to (2.8).

**Proposition 2.1.** The system (2.1) with (i) throughput \( F_{i,k} \) defined in (2.8) for \( i = 1, \ldots, i^{\text{max}} \) and \( k = 1, \ldots, k^{\text{max}} \); (ii) prescribed initial data \( q_{i,k}(0) \) for \( i = 1, \ldots, i^{\text{max}} \) and \( k = 1, \ldots, k^{\text{max}} \); and (iii) prescribed inflow data \( F_{i,0} \) for \( i = 1, \ldots, i^{\text{max}} \) and \( t \geq 0 \) has a unique solution for all \( t \geq 0 \). Moreover, if \( q_{i,k}(0) \geq 0 \) for all \( i = 1, \ldots, i^{\text{max}} \) and \( k = 1, \ldots, k^{\text{max}} \), then \( q_{i,k}(t) \geq 0 \) for all \( t \geq 0 \) and \( i = 1, \ldots, i^{\text{max}} \) and \( k = 1, \ldots, k^{\text{max}} \).

**Proof.** Since \( F_{i,k} \) is globally Lipschitz in its arguments for every \( i, k \), standard ODE theory (see, for example Theorem III.VI of [32]) implies the existence of a unique solution. Moreover, it is clear from (2.8) that \( 0 \leq F_{i,k} \leq a_i v_1(q_{i,k}; q^*) \). Hence according to (2.1),

\[
\dot{q}_{i,k}(t) \geq -a_i v_1(q_{i,k}; q^*).
\]

Standard comparison results for ordinary differential equations imply then that \( q(t) \geq 0 \). (See, for example, Lemma 1.2 of [30] and for comparison, use the zero function, which satisfies (2.10) as an equality.) \( \square \)

**3. The continuum model.** In this section, we derive a continuous model that is formally accurate in the limit as \( i^{\text{max}} \) and \( k^{\text{max}} \) tend to infinity. We assume, in taking this limit, that the job performed by the computer is fixed – that is, the total amount of work does not change. For given \( i^{\text{max}}, k^{\text{max}} \), we define the quantities:

\[
\delta := (k^{\text{max}})^{-1}, \quad \varepsilon := (i^{\text{max}})^{-1}, \quad \eta := \frac{\varepsilon}{\delta}.
\]

Here, \( \delta \) is the fraction of the work done in each stage and \( \varepsilon \) is the average amount of data in a processor. Finally, \( \eta \) is simply the ratio of \( k^{\text{max}} \) and \( i^{\text{max}} \) which will be of use in the following analysis.
3.1. Formal Derivation. To derive a continuum model, we first express the
ODE (2.1) in terms of the following $O(1)$ quantities:

\begin{equation}
(3.2)
\end{equation}

\begin{align}
r_* &:= \frac{q_*}{\varepsilon \delta}, \quad r_{i,k} := \frac{q_{i,k}}{\varepsilon \delta}, \quad R_{i,k} := \frac{1}{\varepsilon} Q_{i,k}, \quad D_{i,k}^\pm := \pm \frac{R_{i\pm1,k} - R_{i,k}}{\varepsilon}, \quad \alpha_i := \frac{a_i}{\varepsilon}.
\end{align}

In terms of these rescaled quantities, the neighbor throttling function as can be written

\begin{equation}
(3.3)
\end{equation}

\begin{equation}
(3.4)
\end{equation}

\begin{align}
v_2(q_{i,k}, Q_{i+1,k} - Q_{i,k} + q_{i,k}, Q_{i-1,k} - Q_{i,k} + q_{i,k}; \beta) \\
= \min \left\{ \varepsilon \delta r_{i,k}, \frac{1}{\beta} \max\{\varepsilon R_{i+1,k} - \varepsilon R_{i,k} + \varepsilon \delta r_{i,k}, 0\}, \frac{1}{\beta} \max\{\varepsilon R_{i-1,k} - \varepsilon R_{i,k} + \varepsilon \delta r_{i,k}, 0\} \right\}
\end{align}

\begin{equation}
(3.5a)
\end{equation}

\begin{align}
w_1(r, r_*) = \max \left\{ 0, \min \left\{ 1, \frac{r}{r_*} \right\} \right\}.
\end{align}

\begin{align}
w_2(r, D^-, D^+; \eta, \beta) = \min \left\{ r, \frac{1}{\beta} \max\{\eta D^+ + r, 0\}, \frac{1}{\beta} \max\{-\eta D^- + r, 0\} \right\}
\end{align}

\begin{equation}
(3.6)
\end{equation}

\begin{equation}
(3.7)
\end{equation}

\begin{align}
\hat{r}_{i,k}(t) = \frac{f_{i,k-1}(t) - f_{i,k}(t)}{\delta}
\end{align}

for $i = 1, \ldots, i^{\max}$ and $k = 1, \ldots, k^{\max}$, where

\begin{equation}
(3.8)
\end{equation}

\begin{align}
f_{i,k}(t) &= w\left(r_{i,k}(t), -D_{i,k}(t), D_{i,k}^+(t); r_*, \alpha_i, \eta, \beta\right)
\end{align}

for $i = 1, \ldots, i^{\max}$, $k = 0, \ldots, k^{\max}$, and $r_{i,0}$ is prescribed for $i = 1, \ldots, i^{\max}$.

The next step is to interpret (3.7) as a conservative finite-difference formula for a
sufficiently smooth function $\rho = \rho(x, y, t)$, defined on $[0, 1) \times [0, 1] \times [0, \infty)$, such that

\begin{equation}
(3.9)
\end{equation}

\begin{align}
\rho(x_i, z_k, t) = r_{i,k}(t),
\end{align}
on grid points

\[(3.10)\]
\[x_i = (i - 0.5) \varepsilon \quad \text{and} \quad z_k = k \delta,\]

for \(i = 1, \ldots, i_{\text{max}}\) and \(k = 0, \ldots, k_{\text{max}}\). We also let \(\alpha = \alpha(x)\) be a continuous function such that \(\alpha(x_i) = \alpha_i\).

Let \(\psi = \psi(x, z, t)\) be a smooth test function with compact support on \([0, 1] \times [0, \infty)\) and set \(\psi_i,k(t) = \psi(x_i, z_k, t)\). From (3.7),

\[(3.11)\]
\[\delta \sum_{k=1}^{k_{\text{max}}} \psi_{i,k}(t) \gamma_{i,k}(t) = \sum_{i=0}^{k_{\text{max}}-1} [\psi_{i,k+1}(t) - \psi_{i,k}(t)] f_{i,k}(t) + \psi_{i,0}(t) f_{i,0}(t) - \psi_{i,k_{\text{max}}}(t) f_{i,k_{\text{max}}}(t).\]

\[(3.12)\]
\[\int_0^1 \int_0^1 \int_0^1 \psi(x, \xi, t) \partial_t \rho(x, \xi, t) d\xi = \int_0^1 \int_0^1 \int_0^1 \partial_z \psi(x, \xi, t) \phi(x, \xi, t) d\xi\]

\[\int_0^1 \int_0^1 \int_0^1 \psi(x, \xi, t) \partial_t \rho(x, \xi, t) d\xi + \psi(x, 0, t) \phi(x, 0, t) - \psi(x, 1, t) \phi(x, 1, t) + O(\delta).\]

To derive a closed model from (3.14), we approximate \(\phi\) in terms of \(\rho\). Such an approximation depends on \(D_{i,k}\) via the formula for \(f_{i,k}\) in (3.8). From the definition of \(Q_{i,k}\) in (2.3) and the scalings in (3.2), it follows that

\[(3.15)\]
\[R_{i,k}(t) = \delta \sum_{j=k}^{k_{\text{max}}} r_{i,j}(t) + \int_0^t f_{i,k_{\text{max}}}(s) ds\]

and, moreover, that for any finite \(t > 0\),

\[(3.16)\]
\[\pm D_{i,k}(t) = \delta \sum_{j=k}^{k_{\text{max}}} [r_{i \pm 1,j}(t) - r_{i,j}(t)] + \frac{1}{\varepsilon} \int_0^t [f_{i,1,k_{\text{max}}}(s) - f_{i,k_{\text{max}}}(s)] ds\]

\[\pm \rho_{\text{max}}(x_i, z_j, t) + \frac{\varepsilon}{2} \partial_z^2 \phi(x_i, z_j, t) + O(\varepsilon^2)\]

\[\int_0^t \left[ \pm \partial_x \phi(x_i, 1, s) + \frac{\varepsilon}{2} \partial_x^2 \phi(x_i, 1, s) + O(\varepsilon^2) \right] ds\]

\[\pm \partial_x P(x_i, z_k, t) + \frac{\varepsilon}{2} \partial_x^2 P(x_i, z_k, t) + O(\varepsilon^2) + O(\delta)\]

\[(3.18)\]
\[P(x, z, t) = \int_0^1 \rho(x, \xi, t) d\xi + \int_0^t \phi(x, 1, s) ds\]

Motivated by the above calculation, we approximate \(\phi\) by one of two flux functions:
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(3.20a) \[ \Phi^{(0)}(\rho, \partial_x P; r_*, \alpha, \eta, \beta) = w(\rho, -\partial_x P, \partial_x P; r_*, \alpha, \eta, \beta) \]

(3.20b) \[ \Phi^{(1)}(\rho, \partial_x P, \partial^2_x P; r_*, \alpha, \eta, \beta) = w\left(\rho, -\partial_x P + \frac{\varepsilon}{2} \partial^2_x P, \partial_x P + \frac{\varepsilon}{2} \partial^2_x P; r_*, \alpha, \eta, \beta\right). \]

Using (3.18) and the Lipschitz continuity of \( w \) with respect to \( D^\pm \), we conclude that

(3.21) \( w(r_{i,k}(t), D^-_{i,k}(t), D^+_{i,k}(t); r_*, \alpha_i, \eta, \beta) \)

\[ = \Phi^{(1)}(\rho(x_i, z_k, t), \partial_x P(x_i, z_k, t), \partial^2_x P(x_i, z_k, t); r_*, \alpha, \eta, \beta) + O(\varepsilon^2) + O(\delta). \]

Thus for \( 0 \ll \varepsilon, \delta \ll 1 \), with \( \eta \in (0, \infty) \) fixed, (3.14) is formally consistent with the continuum model.

(3.22a) \[ \partial_t \rho + \partial_x \Phi^{(\ell)}(\rho, \partial_x P, \partial^2_x P; r_*, a, \eta, \beta) = 0, \quad (x, z, t) \in \mathbb{T}^1 \times (0, 1) \times (0, \infty), \]

(3.22b) \( \rho(x, 0, t) = \rho_{bc}(x, t), \quad (x, t) \in \mathbb{T}^1 \times (0, \infty), \)

(3.22c) \( \rho(x, z, 0) = \rho_0(x, z), \quad (x, z) \in \mathbb{T}^1 \times (0, 1) \)

where

(3.23a) \[ P(x, z, t) = \int_0^1 \rho(x, \xi, t) d\xi + \int_0^t \phi^{(\ell)}(x, 1, s) ds, \]

(3.23b) \[ \phi^{(\ell)}(x, z, t) = \Phi^{(\ell)}(\rho(x, z, t), \partial_x P(x, z, t), \partial^2_x P(x, z, t); r_*, \alpha, \eta, \beta), \]

and \( \Phi^{(\ell)}, \ell \in \{0, 1\} \), is given in (3.20). For the sake of compactness, we have slightly abused notation in (3.22a), as the definition of \( \Phi^{(0)} \) is independent of \( \partial^2_x P \). Additionally, we have identified \([0, 1]\) with the one-dimensional torus \( \mathbb{T}^1 \) in order to reflect the periodic layout of the processors.

As in the discrete case, it may appear that the model in (3.22) is circular due to the definition of \( P \) in (3.23a). However, as with \( F \) in (2.9), \( \Phi^{(\ell)} \) can be unwrapped, this time using the conservation law (3.22a); that is

(3.24) \[ \int_0^t \phi^{(\ell)}(x, 1, s) ds = \int_0^t \phi(x, 0, s) ds + \int_0^1 \rho_0(x, \xi) d\xi - \int_0^1 \rho(x, \xi, t) d\xi \]

Thus the continuum model is complete once initial condition \( \rho_0 \) and inflow condition \( \phi_{bc} \) are specified. In practice, \( \rho_{bc} \) is prescribed and then \( \phi_{bc} \) is evaluated using (3.23b) and (3.20).

We use the flux function \( \Phi^{(0)} \) for all of the numerical simulations in Section 4. This function is a piecewise constant that can be expressed in the following form:

(3.25) \[ \Phi^{(0)}(r, D; r_*, \alpha, \beta) = \begin{cases} \alpha & (r, D) \in \Omega_1, \\ \alpha r & (r, D) \in \Omega_2, \\ \frac{\alpha(r + \eta D)}{\beta r_*} & (r, D) \in \Omega_3, \\ \frac{\alpha(r - \eta D)}{\beta r_*} & (r, D) \in \Omega_4, \end{cases} \]

where the subdomains \( \Omega_i \) are depicted in Figure 3.
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3.2. A Hamilton-Jacobi formulation. To our knowledge, there are no immediate conclusions available from the literature regarding the existence or uniqueness of solutions to (3.22). However, we may consider instead a related Hamilton-Jacobi equation which in turn opens up the extensive theory of viscosity solutions. For background, we refer to [6, 11, 20]. We are interested primarily in obtaining, for regular inputs $\alpha, \phi_{bc}$, and $\rho_0$, the existence and uniqueness of $P$. It is possible that for more general inputs such results are available in the extensive viscosity solution literature (e.g. [5, 10, 21]).

Integrating (3.22a) with respect to $z$ gives

$$\partial_t \int_0^1 \rho(x, \xi, t) d\xi + \Phi^{(t)}(x, 1, t) - \Phi^{(t)}(x, z, t) = 0$$

Meanwhile, differentiating (3.23a) gives

$$\partial_t P(x, z, t) = \partial_t \int_0^1 \rho(x, \xi, t) d\xi + \Phi^{(t)}(x, 1, t)$$

Combining (3.26) and (3.27) and using the fact that $\rho = -\partial_z P$ gives a closed Hamilton-Jacobi equation for $P$ with initial and boundary conditions that are derived by applying the definition of $P$ in (3.23a) to (3.22c) and (3.22b), respectively.

The complete model is, for some $T > 0$,

$$\partial_t P - \Phi^{(t)}(-\partial_z P, \partial_x P, \partial_x^2 P; r_*, \alpha, \eta, \beta) = 0, \quad (x, z, t) \in \mathbb{T}^1 \times (0, 1) \times (0, T),$$

$$P(x, 0, t) - \int_0^1 \rho_0(x, \xi) d\xi - \int_0^t \phi_{bc}(x, s) ds = 0, \quad (x, t) \in \mathbb{T}^1 \times (0, T),$$

$$P(x, z, 0) - \int_z^1 \rho_0(x, \xi) d\xi = 0, \quad (x, z) \in \mathbb{T}^1 \times (0, 1),$$

where (3.28b) is derived by integrating (3.22b) over $z \in (0, 1)$ and applying (3.24).

**Theorem 3.1.** Assume that $\alpha$ and $\rho_0$ are (i) non-negative, (ii) uniformly Lipschitz in their arguments, and (iii) periodic in $x$ (that is, $\alpha(0) = \alpha(1)$ and $\rho_{bc}(0, t) =$

\[\text{Fig. 3: Flux } \Phi^{(0)} \text{ defined in (3.25)}\]
\[ \rho_{bc}(1, t) \text{ for all } t \in [0, T]. \] Further, assume that there is an \( M \) where \( \int_0^T \phi_{bc}(x, s) ds \leq M \) for all \( x \in \mathbb{T}^1 \). Then there exists a unique, continuous, viscosity solution (in the sense of [11]) to (3.28).

**Proof.** We show that Lemma A.6 applies by first modifying the domain in (3.28). We extend \( \alpha, \rho_0, \rho_{bc}, \) and \( \phi_{bc} \) as functions of \( x \) from \( \mathbb{T}^1 \) to all of \( \mathbb{R} \) by tiling; for simplicity, in the remainder of the proof we still refer to these extensions by the same name. The assumption that \( \alpha(0) = \alpha(1) \) means that the extended version of \( \alpha \) is uniformly Lipschitz on \( \mathbb{R} \). We then consider (3.28) defined on \( \Omega := \mathbb{R} \times (0, 1) \times (0, T) \), and to more closely align with the results in the appendix, let

\[ H^{(\ell)}(x, z, t, P, \nabla P, \nabla^2 P) = -\Phi^{(\ell)}(-\partial_2 P, \partial_z P, \partial_2^2 P; r_s, \alpha(x), \eta, \beta) \]

for \( \ell \in \{0, 1\} \), where \( \nabla = (\partial_x, \partial_z) \). By the hypothesis on \( \alpha \), both \( H^{(0)} \) and \( H^{(1)} \) are uniformly Lipschitz on all of \( \Omega \times \mathbb{R} \times \mathbb{R}^2 \times \mathcal{S}^2 \), where \( \mathcal{S}^n \) is the space of all \( n \times n \) symmetric matrices. Moreover, \( H^{(\ell)} \) is nonnegative, bounded by \( \alpha \), and independent of the argument \( P \). This means that it immediately satisfies Hypotheses 1 and 3-8 of Lemma A.6. Thus the only condition of Lemma A.6 left to be verified is Hypothesis 2, which is the degenerate ellipticity condition on \( H^{(\ell)} \). Verifying this condition can be done in a sequence of simple steps, starting with the definitions of \( w_1 \) and \( w_2 \).

\( w_1 \) is non-decreasing WRT \( r \) and \( w_2 \) is non-decreasing WRT \( D^+, D^- \) (see (3.5))

\[ \Rightarrow w \text{ is non-decreasing WRT } D^+, D^- \] (see (3.6))

\[ \Rightarrow \Phi^{(\ell)} \text{ is non-decreasing WRT } \partial_2^2 P \] (see (3.20))

\[ \Rightarrow H^{(\ell)} \text{ is degenerate elliptic} \] (see (3.29))

Finally, to invoke Theorem A.8, we must establish the existence of subsolutions and supersolutions as defined in (A.2) and (A.3), respectively. This is done by the usual construction found in, for instance, [20, Section 2.3.2.1]. Let

\[ P^\pm(x, z, t) := \int_0^1 \rho_0(x, \xi)d\xi \pm M \pm t \cdot \sup \alpha(x). \]

Clearly \( \partial_t P^\pm = \pm \sup \alpha(x) \) and since \( |\Phi^{(\ell)}| \leq |\alpha(x)| \), it follows that

\[ |\Phi^{(\ell)}| \leq |\alpha(x)|, \] (3.31)

Thus \( P^\pm \) satisfy the interior conditions in (A.3a) and (A.2a), respectively. Next write (3.28b) and (3.28c) in the form \( h(t, x, P, \nabla P) = 0 \). Then it is straightforward to verify that \( \pm h(t, x, P^\pm, \nabla P^\pm) \geq 0 \). Hence \( P^\pm \) satisfies the parabolic boundary conditions in (A.3a) and (A.2a), respectively. Therefore \( P^- \) is a subsolution and \( P^+ \) is a supersolution for (3.28). This completes the proof.

**Remark 3.2.** In general, results regarding the regularity of solutions to (3.28) using \( \Phi^{(0)} \) (no such results are known by the authors for \( \Phi^{(1)} \)) require additional smoothness of (and possibly convexification of) \( \Phi^{(0)} \) as well as other technical conditions (see [26], [7], [9]). Therefore obtaining the existence of a \( L^1 \) function \( \rho \) solving (3.22) (in some generalized sense) via the existence of \( P \) solving (3.28) is still an open problem.

**3.3. Higher Dimensional Models.** Both the discrete and continuum models above can be readily extended to systems of processors arranged in an \( n \)-dimensional...
periodic lattice. Assuming that processors only communicate with their nearest neighbors (i.e., no diagonal communication), the $n$-dimensional analog of the system formed by (2.1), (2.3), and (2.8) is:

\begin{align}
&\frac{d\hat{q}_{i,k}}{dt} = F_{i,k-1} - F_{i,k}, \quad Q_{i,k}(t) = \left(\sum_{j=k}^{k_{\max}} q_{i,j}(t)\right) + \int_0^t F_{i,k_{\max}}(s)ds. \\
&F_{i,k} = a_i v_1 \left(\min_{1 \leq d \leq n} \left\{ v_2 \left(q_{i,k}, Q_{1-e_d,k} - Q_{i,k} + q_{i,k}, Q_{i+e_d,k} - Q_{i,k} + q_{i,k}; \beta\right)\right\}; q_s\right)
\end{align}

where $i = (i_1, \ldots, i_n)$ is a multi-index and $(e_d)_i = \delta_{d,i}$. As in the one-dimensional case, $v_2$ provides the amount of available data to process, after accounting for the throttling from neighbors over a given axis. The multidimensional discrete model then takes the minimum over all possible axes in order to determines what is available to be processed to the next stage. As in the one-dimensional case, self-throttling is computing use based on the amount of data available for processing.

If $n_{d_{\max}}$ denotes the number of processors along the $d$ direction, we let $\varepsilon_d = (n_{d_{\max}})^{-1}$; the definition of $\delta$ is unchanged. For notational convenience, we set $V := \prod_{d=1}^n \varepsilon_d$. We define $w_{2,d}$ by replacing $\eta$ in the definition of $w_2$ with $\eta_d := \varepsilon_d/\delta$. Then we define the quantities analogous to those in (3.2)

\begin{align}
r_s := \frac{q_s}{\delta V}, \quad \alpha_i := \frac{\alpha_i}{V}, \quad r_{i,k} := \frac{q_{i,k}}{\delta V}, \quad R_{i,k} := \frac{1}{V}Q_{i,k}, \quad D_{i,k}^{d,\pm} := \pm \frac{R_{i+e_d,k} - R_{i,k}}{\varepsilon_d}.
\end{align}

Continuing as in Section 3.1, we define

\begin{align}
x_1 = \left(\varepsilon_1(i_1 + 0.5), \ldots, \varepsilon_n(i_n + 0.5)\right), \quad z_k = k\delta
\end{align}

and the smooth density function $\rho(x, z, t)$ defined on $[0, 1]^n \times (0, 1) \times [0, \infty)$ for which $\rho(x_1, z_k, t) = r_{i,k}(t)$. Arguments analogous to those used to obtain (3.16) and (3.18) give us that

\begin{align}
\pm D_{i,k}^{d,\pm} \approx \pm \partial_{x_d} P(x_1, z_k, t) + \frac{\varepsilon_d}{2} \partial_{x_d}^2 P(x_1, z_k, t).
\end{align}

We assume that all of the $n_{d_{\max}}$ are of the same order, so that the order of accuracy of the above approximation is consistent across all dimensions.

As advection in the $z$-direction is unchanged, we have the continuum model

\begin{align}
&\frac{\partial \rho + \partial_z \Phi^{(\ell)}}{\partial t}(\rho, \nabla_x P, \nabla_x^2 P; r_s, \alpha, \eta, \beta) = 0, \quad (x, z, t) \in \mathbb{T}^n \times (0, 1) \times (0, \infty), \quad \ell \in \{0, 1\}, \\
&\rho(x, 0, t) = \rho_{bc}(x, t), \quad (x, t) \in \mathbb{T}^n \times (0, \infty), \\
&\rho(x, z, 0) = \rho_0(x, z), \quad (x, z) \in \mathbb{T}^n \times (0, 1),
\end{align}

where $\mathbb{T}^n$ denotes the $n$-dimensional torus parameterized by $[0, 1]^n$, $P$ and $\Phi^{(\ell)}$ are defined as in (2.23a) and (2.23b), respectively, and the form of $\Phi^{(\ell)}$, $\ell \in \{0, 1\}$ is a
slightly generalized version of (3.20).

\[ \Phi^{(0)}(\rho, \nabla_x P, \nabla_x^2 P; r_*, \alpha, \eta, \beta) = \alpha w_1 \left( \min_{1 \leq d \leq n} \left( [w_2(\rho, \partial_x P, -\partial_{xx} P; \eta_d, \beta)]; r_* \right) \right) \]

(3.38a)

\[ \Phi^{(1)}(\rho, \nabla_x P, \nabla_x^2 P; r_*, \alpha, \eta, \beta) = \]

(3.38b)

\[ \alpha w_1 \left( \min_{1 \leq d \leq n} \left( [w_2(\rho, \partial_x P + \varepsilon_0^d \partial_{xx} P, -\partial_{xx} P + \varepsilon_0^d \partial_{xx} P; \eta_d, \beta)]; r_* \right) \right) \]

(3.38c)

For notational convenience we have defined \( \Phi^{(0)} \) using the full tensor \( \nabla_x^2 P \); however, we note that the flux functions do not depend on mixed second derivatives. The procedure used in Section 3.2 to obtain a Hamilton-Jacobi equation for \( P \) can be repeated here; the only changes are (i) the multi-dimensional version of \( \Phi^{(0)} \) in (3.20) and (ii) the domain of the \( x \) variable. Verifying that these newly-defined flux functions satisfy the conditions of Theorem A.6 is essentially the same as before. Existence and uniqueness of viscosity solutions \( P \) then follow.

4. Numerical Simulations. In this section, we perform numerical simulations of the one dimensional processor system in order to (i) test the ability of the macroscopic model to approximate the discrete model when \( \varepsilon \) and \( \delta \) are small and (ii) explore how model parameters affect the model output. All simulations are based on the flux \( \Phi^{(0)} \), although results with \( \Phi^{(1)} \) demonstrate similar. Problem data is specified in terms continuum model of continuum models quantities. These quantities are translated back to discrete model quantities in order to implement ODE simulations.

4.1. ODE Implementation. The explicit two-step Adams-Bashforth (Section III of [18]) is used to simulate the discrete model formed by (2.1), (2.3), and (2.8). Given \( \eta \), values \( \mathcal{I}_{\max} \) and \( k_{\max} \) are chosen so that \( k_{\max}/\mathcal{I}_{\max} = \eta \) (cf. (3.1)). We then compute a solution to the discrete model as follows. Using (3.2) and (3.9), we convert \( r_*, \alpha, \rho_0, \rho_{bc} \) to their discrete counterparts:

\[ q_*(x) = \varepsilon_0 \delta r_*, \quad q_{i,k}(0) = \varepsilon_0 \delta_0 \rho_0(x_i, z_k), \quad q_{i,0}(t) = \rho_{bc}(x, t), \quad \alpha_i = \varepsilon_0 \alpha(x_i). \]

This discrete model data is used to set the time step:

\[ \Delta t = \frac{q_*}{2(\max_i \alpha_i) \sqrt{\mathcal{I}_{\max} k_{\max}}}. \]

The outflow at \( F_{i,k_{\max}} \) is tracked and accumulated over time in order to compute \( Q_{i,k} \) from (2.3). At the final time \( T \), the result of the explicit time stepping is converted back, via the formula in (3.2), i.e., \( r_{i,k}(T) = (\varepsilon_0) q_{i,k}(T) \). In order to compare this against solutions to the continuum model (see below), we use these point-wise values to generate a piecewise constant function \( r \) over the cells \( C_{i,k} = (x_i - .5\varepsilon, x_i + .5\varepsilon) \times (z_k, z_k + \delta) \):

\[ r(x, z) = \sum_{i,k} r_{i,k} \chi_{C_{i,k}}(x, z). \]

4.2. Hamilton-Jacobi Implementation. The Hamilton Jacobi equation (3.28) is solved numerically using a fifth-order WENO interpolation in \( x \) and \( z \) and the optimal third-order SSP Runge-Kutta method for time integration. Details of these
algorithms can be found in Sections 3.2 and 6, respectively, of [27]. Once a numerical
solution for $P$ is computed, we again use WENO interpolation to approximate $\rho$ via
the relation $\rho(x, z, t) = -\partial_z P(x, z, t)$.

To condense the notation, let $\sigma = \partial_x P$, $\tau = \partial_z P$ and $v = \partial_{xz} P$. Then for fixed
$r_\ast$, $\alpha$, $\eta$, $\beta$, and $\ell$, let $H(\sigma, \tau, v) = -\Phi^{(\ell)}(-\tau, \sigma, v; r_\ast, \alpha, \eta, \beta)$. The numerical solution
for $P$ is computed on a grid $\{x_n, z_m\}$ where

$$
\begin{align}
(4.4) & \quad x_n = n\Delta x, \quad n = 1, 2, \ldots, N, \quad \Delta x = N^{-1}, \\
(4.5) & \quad z_m = m\Delta z, \quad m = 1, 2, \ldots, M, \quad \Delta z = M^{-1}.
\end{align}
$$

The semi-discrete method for the grid function $P_{n,m}(t) \approx P(x_n, z_m, t)$ is

$$
\frac{d}{dt}P_{n,m}(t) = -\dot{H}(\sigma_{n,m}, \alpha_{n,m}, \tau_{n,m}, \tau_{n,m}; v_{n,m}),
$$

where the numerical approximations $\sigma_{n,m} \approx \sigma(x_n, z_m)$ and $\tau_{n,m} \approx \tau(x_n, z_m)$ are
obtained via WENO interpolation and $v_{n,m} \approx v(x_n, z_m)$ is computed by central
difference. The numerical flux function $\dot{H}$, based on the global Lax-Friedrichs flux:

$$
\dot{H}(\sigma^-, \sigma^+, \tau^-, \tau^+; v) = H \left( \frac{\sigma^- + \sigma^+}{2}, \frac{\tau^- + \tau^+}{2}, v \right) - \frac{1}{2} \lambda^2 (\sigma^+ - \sigma^-) - \frac{1}{2} \lambda^2 (\tau^+ - \tau^-),
$$

where

$$
(4.8) \quad \lambda^2 = \max_{\sigma, \tau} |H_\sigma| = \frac{\alpha \eta}{\beta r_\ast}, \quad \lambda^2 = \max_{\sigma, \tau} |H_\tau| = \frac{\alpha}{\beta r_\ast}.
$$

The time step for the SSP integrator is given by

$$
\Delta t \left( \frac{\lambda^2}{\Delta x} + \frac{\lambda^2}{\Delta z} \right) \leq 0.6.
$$

### 4.3. Experiments.

We perform a sequence of exploratory experiments below, modifying the parameters $\eta$ and $\beta$, as well as the throughput function $\alpha$. In all cases, $\alpha$, $\rho_0$, and $\rho_{bc}$ are periodic with respect to $x$ and the parameter $r_\ast = 1$. Results are presented as two-dimensional color maps or line-outs in the $z$ direction. In all figures, the horizontal axis corresponds to the $z$-axis. Profiles of $\alpha$ for each experiment are depicted in Figure 4.

**Example 1 (Agreement between models).** The purpose of this example is to
demonstrate that the macroscopic model approximates the microscopic model when $\varepsilon$
and $\delta$ are sufficiently small. We set $\beta = 1$ and consider $\eta \in \{0.2, 1, 5\}$. The initial
condition, boundary condition, and processor speed are given by

$$
\rho_0(x, z) = 1.5 (\sin(2\pi z))^6 \chi_{[0,0.5]}(z), \quad \rho_{bc}(x,t) = 0, \quad \alpha(x) = 1 - 0.4(\sin(\pi x))^2,
$$

respectively. Both models are simulated up to a final time $t = 0.5$.

For this example, the Hamilton-Jacobi simulation is performed with a $1000 \times 1000$
mesh and a time step chosen according to (4.9) in order to generate a highly resolved
numerical solution of the macroscopic model. For the microscopic model, we use
$i_{\text{max}} = 1000$ and $k_{\text{max}} = 200$ when $\eta = 0.2$, $i_{\text{max}} = k_{\text{max}} = 500$ when $\eta = 1$, and
$i_{\text{max}} = 200$ and $k_{\text{max}} = 1000$ when $\eta = 5$. These solutions to the microscopic model
are then used to obtain the piecewise-constant function $r$ on the $1000 \times 1000$ mesh
from the Hamilton-Jacobi simulation.
Numerical results for $\eta = 0.2$, $\eta = 1.0$, and $\eta = 5.0$ are shown in Figure 5, Figure 6, and Figure 7, respectively. While the results demonstrate general qualitative agreement between the models, discrepancies develop over time, especially for smaller values of $\eta$; see Figures 5i and 5l. For the worst case scenario ($\eta = 0.2$), we increase the size of the discrete model by a factor of 2.5 (giving $i^{\text{max}} = 2500$ and $k^{\text{max}} = 500$), at which point the discrepancy between models decreases noticeably; see Figure 8.

For the remaining examples, the Hamilton-Jacobi simulations are performed on a coarser mesh of $100 \times 100$.

**Example 2 (Variations in $\eta$).** In this example, we examine the effect of $\eta$ on solutions to the macroscopic model while $\beta = 1.0$ is fixed. The initial condition, boundary condition, and processor speed are given by

\begin{equation}
\rho_0(x, z) = 1.5 \chi_{z \leq 0.2}(x, z) \quad \rho_{bc}(x, t) = 0, \quad \alpha(x) = 1 - 0.4(\sin(\pi x))^6,
\end{equation}

respectively. It is expected that the slower processor speed around $x = 0.5$ will slow down neighboring processors due to neighbor-based throttling, encoded in the definition of $w_2$ in (3.5b). Moreover, the effect should become more global in $x$ as $\eta$ increases, since larger values of $\eta$ correspond to a larger number of stages per processor. Indeed as the stages increase, interactions between neighbors begin to have a cumulative global effect. This trend can be observed by comparing results across the first three rows of Figure 9 and in the line-outs in the final row.

**Example 3 (Variations in $\beta$).** In this example, we examine the effect of $\beta$ on solutions to the macroscopic model, while holding $\eta = 1.0$ fixed. The initial condition, boundary condition, and processor speed are again given by (4.11).

Based on the definition of the function $w_2$ in (3.5b), the expectation is that smaller values of $\beta$ will lead to reduced throttling effects. Such behavior is confirmed by the numerical results in Figure 10.

**Example 4 (Highly localized slowdown).** In this example, we explore the effects of a highly localized slowdown in processor speed when $\eta = \beta = 1$. The initial and boundary conditions are given in (4.11), while the processor speed is given by
is computed with \((j)\) columns correspond to solutions at \(t = 0.1, t = 0.25, \) and \(t = 0.5\) Discrete solution is computed with \((j_{max}, k_{max}) = (1000, 200)\). Continuum solution is computed on a \(10^3 \times 10^3\) mesh.

Fig. 5: Discrete solution \(r\) and continuum solution \(\rho\) when \(\eta = 0.2\). From left to right, columns correspond to solutions at \(t = 0.1, t = 0.25, \) and \(t = 0.5\) Discrete solution is computed with \((j_{max}, k_{max}) = (1000, 200)\). Continuum solution is computed on a \(10^3 \times 10^3\) mesh.
Fig. 6: Discrete $r$ and continuum $\rho$ solutions when $\eta = 1$ case. From left to right, column correspond to solutions at $t = 0.1$, $t = 0.25$, and $t = 0.5$ Discrete solution is computed with $(i^{\text{max}}, k^{\text{max}}) = (500, 500)$. Continuum solution is computed on a $10^3 \times 10^3$ mesh.
is computed with $t$ column correspond to solutions at $r$

Fig. 7: Discrete $r$ and continuum $\rho$ solutions when $\eta = 5$ case. From left to right, column correspond to solutions at $t = 0.1$, $t = 0.25$, and $t = 0.5$ Discrete solution is computed with $(i^{\text{max}}, k^{\text{max}}) = (200, 1000)$. Continuum solution is computed on a $10^3 \times 10^3$ mesh.
\[ \alpha(x) = 1 - 0.4c(x), \text{ where} \]

\[ c(x) = \begin{cases} 
0 & |x - 0.5| > 0.05 \\
40x - 18 & x \in [0.45, 0.475] \\
-40x + 22 & x \in [0.525, 0.55] \\
1 & |x - 0.5| < 0.025 
\end{cases} \] (4.12)

In particular, \( \alpha \neq 1 \) only on the interval \((0.45, 0.55)\). Simulation results from this example are shown in Figure 11. At early times, slower processors in the center of the \( x \) domain prohibit neighboring processors from moving data to later stages of the calculation (i.e. along the \( z \)-direction). The result is a buildup of data in the neighboring processors. As time progresses, the buildup of data spreads as throttled processors near the initial slowdown around \( x = 0.5 \) begin to effect neighbors further away. Eventually these buildups dissipate as the slower processors begin catch up with their throttled neighbors.

**Example 5** (Long-term behavior). In previous examples, we have observed that under some conditions, solutions eventually resemble a traveling profile of the form

\[ \rho_*(x, z, t) = \chi_{\zeta_0(x), \zeta_1(x)}(z - st), \]

(4.13)

where \( s \) is a positive constant and the profiles \( \zeta_0 \) and \( \zeta_1 \) are constant in time and satisfy \( \zeta_1(x) < \zeta_2(x) \) for all \( x \in [0, 1] \). Our intuition is that for a wide range of conditions, traveling profiles are of this type will arise after sufficiently long times, if the \( z \) domain is extended to \((0, \infty)\). Moreover the shape of \( \zeta_1 \) and \( \zeta_2 \) is closely related to the initial data and the shape of \( \alpha \). \(^1\) Rather than make a precise conjecture at this point, we instead provide an example which further demonstrates our intuition. Initial and boundary conditions are given in (4.11). Because the domain in \( z \) is limited, we introduce relatively small variations in \( \alpha \), which allow the system to settle faster:

\[ \alpha(x) = 1 + 0.1 \cos(4\pi x). \]

(4.14)

\(^1\)A more systematic study of such profiles in special case can be found in [19].
The effects on $\rho$ due to variations in $\eta$. As $\eta$ increases the throttling effect of a local slowdown spreads more quickly, and data is not processed as quickly.
Fig. 10: Plots of the solution $\rho$ from Example 3 for different values of $\beta$. Larger values of $\beta$ lead to more throttling.
Simulation results for this example are presented in Figure 12. When \( t = 0.5 \), the solution has nearly settled to a profile of the form (4.13), with cusps that appear where the waves caused by throttling meet, at \( x = 0.5 \) and at the periodic boundary. In particular the solution has the periodicity of \( \alpha \).

5. Conclusion. We have presented a simple discrete model of a network of processors in a high performance computing environment where the computational throughput depends on the on the availability of data from neighboring processors. This discrete, microscopic-level model has been then used to derive a continuum-level model which treats computational progress as an Eulerian fluid flow. Currently, the existence and uniqueness of solutions to the partial differential equation in this fluid model is open. However, a Hamilton-Jacobi model is available for which we can establish the existence and uniqueness of continuous viscosity solutions; the solution for the governing equation corresponds to the total amount of data that has been processed through a particular stage in the computation. Numerical experiments have shown that this continuum model can capture the asymptotic behavior of the discrete model. Additionally, we have used these experiments to give an initial understanding of solutions’ dependence on parameters associated with the parallelism of the modeled computation as well as the effects heterogeneities in processing capacity.

In future work, we intend to explore control strategies for \( \alpha \) that can alleviate bottlenecks caused by local slowdowns in the processor speed. We will also extend
the model to allow for more complicated interactions, including stochastic effects, and
explore strategies for optimal communication. Finally, we hope to tune the parameters
of the model with data taken from processor components of a real supercomputer and
then compare predictions of the macroscopic model with the real global behavior of
the supercomputer.

Appendix A. Hamilton-Jacobi Theory.

We recall a few standard definitions from the theory of nonlinear second-order
Hamilton-Jacobi equations as in, for instance, [6,11]:

Definition A.1 (Degenerately elliptic function). Let \( F : \mathbb{R}^n \times \mathbb{R}^n \times S^n \to \mathbb{R} \) be
given, where \( S^n \) is the set of symmetric \( n \times n \) matrices. Then we say \( F \) is degenerately
elliptic if \( F(x,r,p,X) \leq F(x,r,p,Y) \) whenever \( Y \leq X \).

Definition A.2 (Modulus function). We call a function \( \sigma : [0,\infty) \to [0,\infty) \) a
modulus function if \( \sigma(0) = 0 \) and it is nondecreasing.

In contrast to the notational convention in Section 3, we follow in this appendix the
convention of the viscosity literature and refer to time- and space-dependent functions
as \( u(t,x) \).

Definition A.3 (Parabolic boundary). If \( U = (0,T) \times D \) where \( D \subset \mathbb{R}^n \) and
\( T \geq 0 \), then \( \partial_p U := \{0\} \times D \cup [0,T] \times \partial D \) is called the parabolic boundary of \( U \).

Definition A.4 (Semicontinuous envelope). The upper (respectively, lower) semi-
continuous envelopes of a function \( u : V \to [\infty,\infty] \) are
\[
\begin{align*}
    u^+(x) &= \lim_{r \downarrow 0} \sup \{ u(y) : y \in V, |y-x| \leq r \}, \\
    u_+(x) &= \lim_{r \downarrow 0} \inf \{ u(y) : y \in V, |y-x| \leq r \}.
\end{align*}
\]
They are, respectively, the smallest upper semicontinuous function greater than \( u \) and
the largest lower semicontinuous function less than \( u \).

Definition A.5 (Viscosity solutions). Let \( f : U \times \mathbb{R} \times \mathbb{R}^n \times S^n \to \mathbb{R} \) be given.
An upper (resp. lower) semicontinuous function \( u \) is a viscosity subsolution (resp.
supersolution) of
\[
\begin{align*}
    &u_t + f(t,x,u,\nabla_x u, \nabla^2_x u) = 0, \quad (t,x) \in U, \\
    &h(t,x,u,\nabla_x u) = 0, \quad (t,x) \in \partial_p U,
\end{align*}
\]
on \( (0,T) \times D \) if at every \( (t,x) \in (0,T) \times D \), when \( u - \psi \) is locally maximized (resp.
minimized) at \( (t,x) \) and \( \psi \) is \( C^2((0,T) \times D) \) we have
\[
\begin{align*}
    &\psi_t(t,x) + f(t,x,u,\nabla_x \psi(t,x), \nabla^2_x \psi(t,x)) \leq 0, \quad (t,x) \in U, \\
    &\min \{ \psi_t(t,x) + f(t,x,u,\nabla_x \psi(t,x), \nabla^2_x \psi(t,x)) \}, \\
    &\quad h(t,x,u(t,x),\nabla_x \psi(t,x)) \leq 0, \quad (t,x) \in \partial_p U
\end{align*}
\]
(respectively,
\[
\begin{align*}
    &\psi_t(t,x) + f(t,x,u,\nabla_x \psi(t,x), \nabla^2_x \psi(t,x)) \geq 0, \quad (t,x) \in U, \\
    &\max \{ \psi_t(t,x) + f(t,x,u,\nabla_x \psi(t,x), \nabla^2_x \psi(t,x)) \}, \\
    &\quad h(t,x,u(t,x),\nabla_x \psi(t,x)) \geq 0, \quad (t,x) \in \partial_p U.
\end{align*}
\]
A function \( u \) is a viscosity solution of \((A.1)\) if its upper semicontinuous envelope is a
viscosity subsolution and its lower semicontinuous envelope is a viscosity supersolution.
Next, we recall the following general comparison theorem, which is Theorem 4.1 of [17].

**Lemma A.6 (Generalized comparison principle).** Consider the system (A.1) on $U = (0, T) \times \Omega$ where $\Omega \subseteq \mathbb{R}^n$ is a possibly unbounded domain and $T > 0$. Assume that $f$ satisfies the following assumptions:

1. $f$ is continuous on $U \times \mathbb{R} \times (\mathbb{R}^n \setminus \{0\}) \times \mathbb{S}^n$.
2. $f$ is degenerately elliptic.
3. $-\infty < f^*(t, x, r, 0, O) = f^*(t, x, r, 0, O) < \infty$ for all $(t, x, r) \in U \times \mathbb{R}$, where $O$ is the zero matrix.
4. For every $R > 0$, we have
   \begin{equation}
   \sup \{ |f(t, x, r, p, X)| : |p|, |X| \leq R, (t, x, r, p, S) \in U \times \mathbb{R} \times (\mathbb{R}^n \setminus \{0\}) \times \mathbb{S}^n \} \text{ is finite.}
   \end{equation}
5. For every $H > 0$, there is a constant $c_0$ such that $r \mapsto f(t, x, r, p, X) + c_0 r$ is nondecreasing for all $(t, x, r, p, X) \in U \times \mathbb{R} \times (\mathbb{R}^n \setminus \{0\}) \times \mathbb{S}^n$ with $|r| \leq H$.
6. For every $R > \rho > 0$ there is a modulus function $\sigma_R \rightarrow \rho$ such that
   \begin{equation}
   \text{(A.5)} \quad |f(t, x, r, p, X) - f(t, x, r, q, Y)| \leq \sigma_R(|p - q| + |X - Y|)
   \end{equation}
   for $(t, x, r) \in U \times \mathbb{R}$, $\rho \leq |p|, |q| \leq R$, and $|X|, |Y| \leq R$.
7. There is a constant $p_0 > 0$ and a modulus function $\sigma_1$ such that
   \begin{equation}
   \text{(A.6)} \quad f^*(t, x, r, p, X) - f^*(t, x, r, 0, O) \leq \sigma_1(|p| + |X|)
   \end{equation}
   \begin{equation}
   \text{(A.7)} \quad f_*(t, x, r, p, X) - f_*(t, x, r, 0, O) \geq -\sigma_1(|p| + |X|)
   \end{equation}
   for $(t, x, r) \in U \times \mathbb{R}$ and $|p|, |X| \leq p_0$.
8. There is a modulus function $\sigma_2$ such that
   \begin{equation}
   \text{(A.8)} \quad |f(t, x, r, p, X) - f(t, y, r, p, X)| \leq \sigma_2(|x - y|(|p| + 1))
   \end{equation}
   \begin{equation}
   \text{(A.9)} \quad (u^-)^*(t, x) - (u^+)_*(t, y) \leq \sigma(|x - y|).
   \end{equation}

Then if $u^-$ and $u^+$ are viscosity subsolutions and supersolutions of (A.1), respectively, such that for some $K > 0$ independent of $t, x, y \in (0, T] \times \Omega \times \Omega$:

- $u^-(t, x) \leq K(|x| + 1)$ and $u^+(t, x) \geq -K(|x| + 1)$;
- $(u^-)^*(t, x) - (u^+)_*(t, y) \leq m_T(|x - y|)$ on $\partial_p(0, T \times (\Omega \times \Omega))$;
- $(u^-)^*(t, x) - (u^+)_*(t, y) \leq K(|x - y| + 1)$ on $\partial_p(0, T \times (\Omega \times \Omega))$.

Then there is a modulus function $\sigma$ such that

This generalized comparison principle, coupled with an argument which uses the framework given in [11], known as Perron’s method, gives the existence and uniqueness of a viscosity solution to (3.28). Specifically, we note the parabolic version of this framework uses a result like the following, which is Lemma 2.3.15 from [20].

**Lemma A.7 (Perron process for parabolic equations).** Consider (A.1) where $f$ is degenerate elliptic and continuous. Assume that $u^+$ and $u^-$ are viscosity supersolutions and subsolutions, respectively. Then there exists a viscosity solution $u$ such that $u^- \leq u \leq u^+$.

The results above are summarized in the following theorem.
Theorem A.8 (Unique viscosity solution). Suppose that $f$ satisfies the conditions of Lemma A.6 and Lemma A.7 and that there exists a viscosity supersolution $u^+$ and a viscosity subsolution $u^-$ to (A.1). Then there exists a unique continuous viscosity solution to (A.1).

Proof. According to Lemma A.7, there exists a viscosity solution $u$ to (A.1). To show uniqueness and continuity, let $v$ be another viscosity solution. By definition, $u^*$ and $v^*$ are subsolutions and $u_*$ and $v_*$ are supersolutions. Then (A.9), combined with the properties of envelopes imply that

\[ (A.10) \quad u^* = (u^*)^* \leq (u_*)_* = v_* \leq v^* = (v^*)^* \leq (u_*)_* = u_* \leq u^*. \]

Thus $u = v$ and $u^* = u_*$ so that $u$ is continuous. \qed
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