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Nonlinear echoes and Landau damping with insufficient regularity
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Abstract

We prove that the theorem of Mouhot and Villani on Landau damping near equilibrium for
the Vlasov-Poisson equations on T, x R, cannot, in general, be extended to Sobolev spaces.
This is demonstrated by constructing a sequence of homogeneous background distributions and
arbitrarily small perturbations in H® which deviate arbitrarily far from free transport for long
times (in a sense to be made precise). The density experiences a sequence of nonlinear oscillations
that damp at a rate which is arbitrarily slow compared to the predictions of the linearized Vlasov
equations. The nonlinear instability is due to the repeated re-excitation of a resonance known as
a plasma echo. The results hold for a specific, small background distribution, but include both
electrostatic and gravitational interactions.
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1 Introduction

In this paper we study the Vlasov-Poisson equations near a homogeneous equilibrium f%(v), an
important problem in both plasma physics [43, 18, 46] and stellar mechanics [33, 34]. We will
consider the phase-space (z,v) € T, x R, (with T, normalized to length 27). If the distribution
function F' is written as F(t,z,v) = fO(v) + h(t,z,v), where h is assumed to be a mean-zero
fluctuation, then the Vlasov equations for h are

Oh+v-Vih+ E(t,x) -V, (f°+h) =0,
E(t,z) == — (VoW %, p)(t, ),
p(t,x) == / h(t,z,v)dv,
R
[ h(t =0,z,v) = hin(z,v).

(1.1)

The potential W describes the mean-field interaction between particles; we will consider:
W(k) = (k[ E#0, (12)

with ¢ € {—1,+1}; —1 corresponds to gravitational interactions in stellar mechanics (with the
Jeans swindle; see e.g. [28]) and +1 corresponds to electrostatic interactions between electrons in
a quasi-neutral plasma (after making an electrostatic approximation and neglecting collisions and
ion acceleration). Our results also hold for the generalization /W(k‘) = (|k|”* for any z > 2. We are
interested in studying how the asymptotic behavior of small perturbations h is dependent on the
regularity of the initial data, in particular, whether or not the evolution agrees with the linearized
Vlasov equations as ¢t — £00. In this work, we prove that such results are in general false for (1.1)
if h;, is only taken to be small in Sobolev spaces.

1.1 Background

Denote 7T; as the free transport group:
hoTi = h(x +tv,v). (1.3)

Then, the A = h;, o T_; solves the free transport equation

h(0,z,v) = hin(z,v).

By direct computation, one verifies that the Fourier transform satisfies hiﬁt(t, k,n) = i;;l(k:, n+
kt). Hence, if h;y, is analytic and z € T¢, then the density, f h(t,z,v)dv, decays exponentially to
its average forward and backward in time. In fact, the density becomes smoother as the radius of
analyticity increases linearly with time, as emphasized in [38]. The transfer of information to high
frequencies in the distribution function and subsequent decay/smoothing of the density is a simple
example of “phase-mixing”, as pointed out in [52] (see also [21, 20]). Phase mixing is a general
phenomenon which occurs in a variety of systems, see e.g. [49, 47, 4, 9] and the references therein.

1.1.1 Existing work on Landau damping

In 1946, Landau [29] observed that the linearized Vlasov equations (with f° Maxwellian) with
analytic initial data predict that the density fluctuation, p, decays exponentially fast (again for



x € T¢ where the spatial frequencies are bounded below; see [25, 26, 11]). More precisely, Landau’s
observation is that for every analytic solution h(t,z,v) to the linearized Vlasov equations, there
exists some analytic ho, such that the following holds for some A,c¢ > 0, which expresses the fact
that solutions to the linearized Vlasov equations rapidly converge to free transport:

| ) o T = hoo)|, S [T () han )|, €73 (L5)

L2

The decay of the electric field was experimentally confirmed in [35], and is now known as Landau
damping. It is considered to be fundamentally important to the kinetic theory of weakly collisional
plasmas, see e.g. [43, 18, 46], and also is thought to be important in stellar mechanics [34]. A number
of other works regarding the linearized Vlasov equations have since followed Landau, providing
mathematically rigorous treatments and various generalizations [52, 1, 40, 37, 21], and for = € T¢,
the linear problem is essentially completely understood. Similar results to (1.5) also hold in Sobolev
spaces (see e.g. [32] and the references therein); the Landau damping rate is (t) =7 in H?, as observed
in solutions to (1.4). One can also draw analogies with scattering in dispersive equations (see e.g.
30, 48, 42]), as was pointed out in [21, 20, 38]. We remark that for z € R?, the linear problem is
less well understood: in [25, 26] it is shown in that in general, (1.4) is not a good approximation for
the linearized Vlasov equations. However, these pathologies are absent if W € L(R%); see [11] (for
example, the shielded Coulomb interactions arising when studying ions in quasi-neutral plasmas).

The nonlinear dynamics near equilibrium are far less well-understood. It is not at all clear that
the linearization should remain a good approximation to (1.1) for long times even for very small
initial data (this has long been recognized in the physics literature [40, 46, 1]). There exist steady
states and traveling waves with non-trivial densities, known as BGK waves [14] and it was shown
in [32] that such equillibria are arbitrarily close to the homogeneous Maxwellian in H*(T x R) with
s < 3/2, and hence a nonlinear analogue of Landau’s results with these regularities is false. The
existence of solutions to (1.1) which exhibit Landau damping was proved in [20, 27]. These works
essentially prove: for linearly stable f0, and analytic hso, there is a unique solution to (1.1) which
satisfies (1.5). That all initial data which is small enough, in a suitable sense, exhibits Landau
damping for (z,v) € T? x R? was first proved by Mouhot and Villani [38], provided one takes
the initial data in Gevrey-v for some v close to 1. Moreover, Mouhot and Villani predicted from
nonlinear heuristics that something may go wrong due to nonlinear effects if one tries to take v > 3.
The results of [38] were later extended to cover the predicted range of v € [1,3) in [10] and further
extended to a relativistic model in [56].

Several works have explored the unusually stringent regularity requirement. In [23], it was
shown that if W is compactly supported in frequency, then Landau damping holds for small data in
Sobolev spaces. Analogous small data Sobolev space results have also been proved for the mean-field
Kuramoto model [22, 24]. For W € L', Landau damping for (x,v) € R3 x R3 was proved for small
data in Sobolev spaces recently in [11]. If one is not interested in quantifying the rapid decay of
high frequencies in p(t, ), then one can also prove a dispersive decay result in the case f0 =0 [5].

1.1.2 Plasma echoes

Mouhot and Villani’s weakly nonlinear heuristics are based on a “resonance” known as a plasma
echo, which was first discovered and isolated experimentally by Malmberg et. al. in 1968 [36].
Landau damping is due to the transfer of O(1) spatial information to small scales in the velocity
distribution. This mixing is time-reversible, and hence un-mixing induces a transient growth. This
growth is essentially the Orr mechanism in fluid mechanics, identified by Orr in 1907 [39] (see [17, 9]
for more discussion). More precisely, consider a solution h(t,x,v) to the free transport equation



(1.4) and denote p(t,z) = [ h(t, z,v)dv. Then,

This implies that the (k,n) frequency of H;L determines the density near the time ¢ ~ %, which
Orr called the critical time. Orr pointed out that if one concentrates information near (k,n) with
17 > k > 1, then this induces a large density fluctuation at t ~ % (his work was on the linearized
2D Euler equations near Couette flow — in that setting, A is the vorticity and instead of the density,
Orr was interested in the streamfunction).

A plasma echo occurs in (1.1) when a nonlinear effect transfers information to a mode which is
un-mixing, as this leads to a large response in the future when that mode reaches its critical time
(hence ‘echo’). These echoes can chain into a repeated cascade, as demonstrated experimentally
in both the Vlasov equations [36] and 2D Euler near a vortex [58, 57]. The idea that a transient
linear growth can be repeatedly re-excited and amplified by nonlinear effects is by now a classical
idea in fluid mechanics; see e.g. [51, 2, 54, 50, 53, 45] and the references therein, as well as [9, 6].
In [38], Mouhot and Villani studied this possibility for (1.1) and estimated that an infinite cascade
of echoes could potentially transfer so much information to un-mixing modes that one could maybe
expect nonlinear instabilities unless the initial data were at least Gevrey-3 for W(k‘) = =+ ]k\_2
(more generally, for W (k) = & |k| 7177 with vo > 1, the prediction was Gevrey-(2+7o)). However,
it was not clear that the heuristics keep enough structure to make an accurate prediction.

1.2 Main results

The existing Landau damping results in Sobolev spaces, [23, 22, 24, 11], are all in settings that
either avoid, or suppress in some way, the nonlinear echoes. Indeed, the models in [23, 22, 24] do
not support infinite echo cascades and in R2 x R2, it turns out there is an additional dispersive
mechanism which greatly weakens the effective strength of the echoes [11]. In this work, we prove
that in the original setting studied by Mouhot and Villani [38], small perturbations A in (1.1), in
general, do not behave like the linearized Vlasov equations if the initial condition is only assumed to
be small in a Sobolev space. Hence, for long times, the linearization is not valid even for arbitrarily
small data and the results of [38, 11] do not extend to finite regularity results on T, x R,.
We will study the following background density:

47
(1+v2)’

where 0 < § <« 1 will be chosen small later. This distribution is chosen since the linear problem can
be solved explicitly (see e.g. Lemma 3.1 below or [25, 26]). Our main result is the following.

) =

Theorem 1 (Nonlinear echoes in Sobolev spaces). Let R > 1, p € (0,1) be arbitrary, and suppose
W(k) = % k|71 with 49 > 1. There exists 0o(R) > R such that for all o > oq, there is a
constant €y(R,0) < 1 such that for all € < ey and 0 < § < €P, there exists a real analytic hi, with
fO+ hyy strictly positive and hiy, satisfying the quantitative bound

||<U>hinHHcr <e (1.7)

but such that at some finite time t, = t.(€, R) satisfying et, — oo as € — 0, the solution to (1.1)
satisfies the following for all z > 0:

1A (Ee) o Te, | gro—rs= Z 85> €77, (1.82)
1Btz 2 85 (1.8b)



Remark 1. If one considers the electrostatic case, choosing 6 = €’ with p € (0,1) in the above
theorem implies that the ‘typical’ particle travels many times around the torus in the time it takes
to complete one linear plasma oscillation (roughly O(e ?/2) here; see §3). However, the linear
oscillations are still much faster than the time-scale of the plasma echoes, at least for p small.
It is likely relatively straightforward to allow § to be small but fixed independently of e in the
gravitational case (this is only currently used in §4), but § < €” for some p € (0,1) seems much
harder to relax in the electrostatic case (see §8).

Remark 2. It is relatively easy, using e.g. the methods of [10, 23], to prove that (1.7) implies the
solution stays close to a solution of the linearized Vlasov equations for times ¢t < e~'. The nonlinear
echoes in Theorem 1 occur on the time-scales ¢! < e=1/ 3tz/ 3 <t <ty

Remark 3. The proof provides an accurate approximation of the solution for long times (see
Proposition 2.3 below). For example, at times % for k € Nwith 1 <k < (et*)l/ 3. the density
fluctuation p(t,x) (and hence also the force field E) is close to a multiple of cos(kx), whereas far
away from these times, the density fluctuation is very small. These nonlinear oscillations in the
density are quite distinct from the prediction of the linearized Vlasov equations. Moreover, this
demonstrates that the nonlinear effect is having an observable impact on the macroscopic fields.

Remark 4. The fact that fO+hs, > 0 and h is real analytic emphasizes that the Gevrey-v regularity
requirements appearing in [38, 10, 56] are quantitative, not qualitative.

Remark 5. In terms of h and E, the echo instability is a high-to-low frequency cascade: the slow
decay of the force field is due to information which has been mixed to O(e™!) scales in the velocity
distribution returning to O(1) spatial scales (moreover, the length-scale of the density oscillations
increases in time as pointed out in Remark 3). However, in terms of h o T, the echo instability is a
low-to-high cascade: a large transfer of information to high frequencies, as suggested by (1.8a).

Remark 6. The proof of Theorem 1 strongly suggests that Mouhot and Villani’s original conjecture
of Gevrey-3 is sharp, at least in some cases (and more generally Gevrey-(2+-)). However, a number
of additional, non-trivial, technical enhancements to our proof would need to be made in order to
prove this. Even if Gevrey-3 turns out to be overly-pessimistic in some cases, Theorem 1 nonetheless
shows that (A) the heuristics of Mouhot and Villani captured some of the most relevant aspects
of the nonlinear echoes and (B) that the unusually stringent regularity requirements present in
[20, 27, 38, 10, 9, 12, 6, 7] are not simply mathematical technicalities.

Remark 7. Gevrey regularity requirements have arisen in a sequence of works on the 2D and
3D Couette flow in the Euler equations [9] and Navier-Stokes equations at high Reynolds number
[12, 6, 7]. Mixing due to the mean shear flow induces an effect similar to Landau damping, known
as inviscid damping [9, 16, 19, 44, 55], as well as a variety of other effects, such as enhanced viscous
dissipation, vortex stretching, and additional algebraic instabilities (see [12, 6] and the references
therein). Numerical simulations suggest that the stability of 3D shear flows depends on the regularity
of the initial condition [41], an idea now also hinted at by analysis in both 2D and 3D (compare [9, 6]
with the finite regularity results [13, 8]). The nonlinear resonances in the Navier-Stokes equations
are not the same as (1.1), especially in 3D, but the Orr mechanism plays a central role in all of the
examples. We expect that Theorem 1 and its proof can help provide intuition and mathematical
tools for better understanding related nonlinear instabilities in fluid mechanics.

Remark 8. The proof provides little information about the stability of the unstable solutions, at
least in any traditional norms. It is hypothetically possible that one could still hope for a positive



Landau damping result which says that “most” solutions, e.g. in a probabilistic or category sense or
perhaps for initial conditions satisfying a specific “non-resonance” criteria, still damp as predicted
by the linearized Vlasov equations.

The proof of Theorem 1 is outlined in §2 below. The first step is to find a sufficiently accurate
approximate solution to (1.1) (for long times) of the form f¥(t)o7_; for which it is possible to show
that f¥ exhibits a nonlinear echo cascade and loses large amounts of regularity. The second step is
to prove that the true solution remains close to such an f¥ in norms strong enough and times long
enough to clearly see the instability.

Theorem 1 requires a number of ideas, one of the most important being to carefully segregate
the low and high frequencies in f¥ and to precisely localize the error between f¥ and the true
solution, h o Ty, in frequency. In particular, we need to both ensure that the error is almost entirely
in high frequencies, but also not in frequencies which are too high. One of the techniques adapted
for this is a norm built on a time-dependent Fourier multiplier matched to the critical times (see §6
below). A related Fourier multiplier norm was introduced in [9] and a number of variations were
subsequently used to study the stability of the Couette flow in the Navier-Stokes equations in 2D
[12, 59, 13] and 3D [6, 7, 8]. The norms were used to introduce dissipation-like terms into energy
estimates and/or to unbalance the regularity between specific frequencies and/or components of
the solution at specific (frequency-dependent) times [9, 7]. We will use such norms in a different
way, adapting them for use in a bootstrap scheme similar to that employed in [10]. In particular,
here the technique is used to carefully track the regularity loss in time: the specific structure of
the Fourier norm we employ is only relevant for comparing the density at time ¢ to the density at
a previous time 7 — the crucial step in estimating the effect of the plasma echoes in [38, 10, 11].
Moreover, we will need a number of refinements in order to precisely capture a loss of O(el/ 3) in
the index of Gevrey-3 regularity.

As an easy additional application of the Fourier multiplier techniques we employ, we prove the
following theorem, which is a significantly sharper characterization of the regularity required for
Landau damping. For simplicity, we only consider d = 1 and fY small; extensions to more general
cases should be possible but may not be entirely straightforward. The proof of Theorem 1 strongly
suggests that Theorem 2 is optimal modulo the precise values of K and o. The proof of Theorem
2 is sketched briefly in §9.

Theorem 2. For any ‘W(k‘)‘ < k[T with o > 1 and all 0 > 9/2, there exists a large constant

K = K(W) (depending only on W) and small constants §g > €y > 0 (depending on o and W) with
Keog < 1 such that the following holds: if (v)f° € H°t2(R), and mean-zero hy, satisfy

H <U>6(K6)1/(2+'YO)<v>1/(2+"/0) h

IN
IN

€ €0

in

Ho
=9

A
Ho'+2

IN

607

then there exists hoo € H? such that,

H <U>ei(KE)1/(2+wo)<v>1/(2+w0) (h oT; — hoo)H

1p(t, k)| < €<t>_0+3e_%(Ké)l/(“‘m)tl/(zﬂo) ‘

< 6<t>_3/2_(o_3) e—%(Ke)l/(zﬂo)tl/(zﬂo)
Ho—3 ~

Remark 9. We have not attempted to be optimal in the decay rates and Sobolev regularity in
Theorem 2.



Basic notations, conventions, and short-hands

We denote N = {0,1,2,...} (including zero) and Z, = Z \ {0}. For ¢ € C we use & to denote the
complex conjugate. For a vectors z = (1,22, ...z4) We use |z| to denote the ¢! norm, We denote

1/2
(v) = <1 + |v|2> and furthermore use the shorthand

|k7€| = |(k7’£)|7 <k7’£> = <(k7€)>

We will use similar notation for L? inner product:

(f,g)2:= fgdxdv.
TxR

Fourier analysis conventions are set in §B. For any locally bounded function m(t, k,n) we denote
the Fourier multiplier:

mf = m(t7axaav)f = m(t,V)f = (m(takan)f(takan))v :

If p = p(t,x) is a function only of x then we use the definition:
mp = m(t, 0z, t0z)p.

Sobolev norms are given as || f|%. = |[(V)? f|l 2. We will often use the short-hand ||-||, for -l 22,
or ||-|| ;2 depending on the context. To deal with moments, we will often abuse notation and write

1)1y, = [

TxR

(V) (@) dodv iy [ (0 (9)7 12 o

TxR
We use the notation f < g when there exists a constant C' > 0 such that f < Cg (we analogously
define f > g). Similarly, we use the notation f ~ g when there exists C' > 0 such that C~lg <
f < Cg. We sometimes use the notation f <, g if we want to emphasize that the implicit constant
depends on some parameter a.

2  QOutline

The case of gravitational interactions, ¢ = —1 in (1.2) is slightly easier, for reasons explained in
68. Hence, we first carry out the proof in the gravitational case and then explain the technical
refinements necessary to extend the proof to the electrostatic case in §8. Moreover, the case of
general g is a straightforward variant of the proof for vy = 1, and hence we henceforth mainly only
consider the case 79 = 1 (which is also the most important case).

As is often the case when studying Landau damping [20, 27, 38, 10, 11], the quantity of interest is
f = hoTy, and hence we make the coordinate transformation z = x—tv and f(¢, z,v) = h(t, z+tv,v).
The Vlasov equation (1.1) becomes,

Of + E(t,z +t0)d, fO + E(t, z + tv)(8, — td,) f = 0,
p(ta ‘T) = f]R f(t7 e twa w)dw7 (21)
f(0,z,v) = hjp.

Note that with this definition we have (compare with (1.6)),

plt, k) = ft, k, kt). (2.2)



Note also that by the H!(R) — C(R) embedding, we have ||p(t)| ;2 < [|{(v) f|l -

Theorem 1 then essentially reduces to finding a solution to (2.1), f(¢,z,v), and a time ¢, such
that || f(ts)||go—r = 1. The proof is based on finding an approximate solution, f¥, exhibiting an
echo-driven instability and writing

f=1"+g (2.3)

where ¢ is the correction. One of the primary difficulties is that g will tend to lose a little more
regularity than ¥, and hence in order to get sufficient control at the final time, we need to be able
to propagate more regularity on g than we actually have on f¥. Due to this difficulty, and a few
others, there are several subtleties to making this scheme work.
Step 1: Accessing an unstable configuration

The echo instability is driven by the interaction of high frequency perturbations with a larger, low
frequency, spatially dependent wave over long time scales. The large, low frequency wave produces
a strong force field near time zero and hence makes it difficult to easily prescribe initial data which
will produce an explicitly computable echo cascade. For this reason, we will specify f(¢;,) at time
tin = € 7 for some fixed ¢ satisfying 0 < ¢ < min(1/2,p). The initial condition is then found by
solving the nonlinear final-time problem:

Of+Et,z+t0)(0, —td)(fO4+ ) =0, t<ty,
p(t,x) = [p f(t, 2 — tw,w)dw (2.4)
f(tzn) = fL(Z7U) + filr{(zvv)a

where we choose

fE(z,v) = 87‘(’6%(22 (2.5a)
£ (2 0) = e cos(kgz) cos(nov) (2.5b)

(Ko, m0)° 1+ 40?2 ’

for ng, ko large parameters to be chosen later. Next, we need to verify that hg, := f(0) chosen in
this way satisfies the hypotheses of Theorem 1, supplied by the following proposition proved in §4.
As (0,t;,) is a relatively short time-scale for (2.4), this is straightforward.

Proposition 2.1 (Accessibility of unstable configuration). Let § = €/ with p € (0,1), t;, = € ¢
with 0 < ¢ < min(1/2,p), and o be sufficiently large. Then for all € > 0 chosen sufficiently small
(depending on p, q, and o), the solution to (2.4) satisfies

sup ||(0)f ()l go S € (2.6)
te[0,tin)

That is, we have found an initial data, h;, = f(0), which is O(e) in H? such that solution to
the Vlasov equation (2.1) is in the chosen configuration at time ¢ = ¢;,, (hence, by slightly adjusting
e we have (1.7).

Step 2: Construction of the high frequency approximate solution
For times ¢t > t;,, we will set our approximate ‘echo’ solution to

Fo(t 2, 0) = fi(z0) + f1(E 2,0),
where the high frequencies f are chosen to satisfy the linear “second-iterate” system

OfT + FH(t, 2+ t0)0, fO + EH (t, 2 + t0) (D, — t0.) fE =0, t>t;
pH(t,x) = [ fA(t 2 — tw, w)dw

EH(tv z) = (Vo Wy PH)(ta ),

fH(tm) = ZIr{



We define p and E'” in an analogous manner. The system (2.7) arises by linearizing (2.1) around

the approximate solution f and retaining only the terms expected to remain relevant for long

times. Note that the third term in (2.7) corresponds to the term referred to as “reaction” in [38].
For a universal constant K/, > 0 (determined by the proof; see Proposition 5.6), we set

ko = Floor ((K;,le)l/gné/?’) , (2.8)
where we will eventually have K/ e < 1. Next, fix no = n9(R, €) such that

’ 1/3
e(ko, o) ~ReBEm 0o — 1 (2.9)

By R > 1, we have nge — oo as € — 0, however, for all ¢ > 1, there holds 19 = 0.0(e~¢). Finally
set t, =1y ! In §5, the following is proved regarding the behavior of f# over long times.

Proposition 2.2 (High frequency instability). There exists a universal constant K, > 0 such that
for all € > 0 sufficiently small, the solution f* of (2.7) with fiI chosen as in (2.5b) satisfies the

pointwise-in-frequency lower bounds (recalling (2.9) and (2.14) ),

‘ﬁ{(t*, 1777)‘ > €<k07770>—0' <e3(K,'ne)1/3778/3e—|77—770\ _ e—é\ﬂ—no\) , (2'1034)

(ﬁ’(t*, —1,m)| > e(ko,m0)~7 <63(K%E>1/3"5/3e‘|"+"0‘ - e—%‘“"o\) . (2.10b)
There also exists a universal constant K., > K! >0 such that f¥ satisfies the upper bound,
‘ﬁ(u ]4;777)‘ < 6(19077]0>—063(Km6)1/3773/3 (e—%\n—no\ + e—§|77—770|> )

More precise estimates can be found in §5.

Remark 10. The lower bounds (2.10) in the electrostatic case are slightly different and are signif-
icantly harder to obtain; see §8.

Step 3: Stability of approximate solution
Now that f¥ exhibiting the instability has been constructed, the next major step is to prove that
the true solution stays close to f¥ in H°~f. This is done via an energy estimate on g using a very
precise norm adapted to control any ‘secondary’ echo instabilities that the solution may undergo.
From the definition of f# and f¥, the perturbation g in (2.3) satisfies (denoting E¥ = EX + EH
and fE = fH 4 fL),

g + Ey(z 4 t0)d, fO + Ey(z + tv) (8, — t0,) fF + EF (2 + tv)(9, — td.)g
+Ey(z +tv)(0y, —t0.)g = =&, t >t

pg(t, :E) = f[[g g(t7 z —tw, w)dwv (211)
Ey(t,x) = —(0,W %4 pg)(t, ),
9(tin,z,v) = 0.

where £ (the ‘consistency error’ of f¥) satisfies
£ = FE(z +t)(0y — t0.)(fL + 1) + EX (2 + t0)0y fO + B (2 + tv) (0, — t,) f. (2.12)

As we will see, due to the restriction ¢ > t;,, the error £ is very small even in norms significantly
stronger than H7~; see §6.3.



The main difficulty is that g is expected to lose more regularity than f¥ itself (or at least, we
cannot rule this out) and hence we need to propagate higher regularity on g than we have on f7.
The obvious problems this presents can be surmounted by, among other things, the fact that both
fH and g are very small in weaker norms — this quantifies that both f# and g are concentrated at
high frequencies. With paraproduct Fourier decompositions, this small-ness can be used to overcome
the large size of £ in higher norms. In order for this scheme work, however, we cannot measure ¢ in
a norm which is too strong, or equivalently, we cannot allow ¢ to lose much more regularity than f7.
Proposition 2.2 suggests that we need to quantify the regularity loss of g in exactly Gevrey-3 with
an O(e/?) radius of regularity so that the norm will be close to H?~ at frequencies comparable to
No; see §6. However, a standard Gevrey-3 norm does not capture the dynamics accurately enough
— for example, the energy method of [10] breaks down in Gevrey-3. To overcome this, we will use
ideas from the related works in fluid mechanics [9, 12, 6, 7], especially the inviscid damping work
[9], which employ norms built on time-dependent Fourier multipliers designed to match the loss of
regularity precisely. As discussed above, these techniques require some adaptation to the current
setting, moreover, some technical refinements are necessary in order to treat the borderline case
of Gevrey-3 with exactly O(el/ 3) radius of regularity (note that none of the previous works obtain
results in the borderline regularity).

The energy estimate on (2.11) involves the interplay of two norms, a low and a high norm, both
built on Fourier multipliers,

”A(tav)gHLz ) ”B(t7 V)g”L2 :

The multiplier B defines the low norm, a Gevrey-3 norm with a carefully tuned radius of regularity:
for parameters v, v(t), and K determined by the proof below (see §6),

B(t,V) = <v>’YeV(t)(KE)1/3<V>1/3 '

The parameters will be tuned such that || B(t, V) f || 72 18 small (see Lemma 6.12 below) and hence
we will be able to deduce something similar for g. The high norm, defined via A(t, V), uses the
ideas introduced in [9]. See §6 for details on the definition. Among a variety of other properties,
A satisfies A(t,£1,10) > (ko,70)° <, for some range of o with 0 < o < R. Ultimately, this will
ensure that sufficient control on A(t,V)g implies that || f(t.)||yo-r 2 1. However, it also implies

that HA il H2 is large. To compensate for this, the multipliers A and B are tuned so that a product
rule-type inequality roughly of the following form holds (see §6 below):

[A(q1a2) ], < I1Aqlly [[(V) 7' Baal|, + |Agzlly [[(V) "' Bail|, ;

this ensures that small-ness when measured with B can balance large-ness when measured with A.
The requisite energy estimate on ¢ is summarized by the following proposition.

Proposition 2.3 (Stability of approximate solution). Let g satisfy (2.11) and assume that f¥ is
chosen as in Proposition 2.2. Then we have the estimate

sup A1) ((0)g)ll 2 S €, (2.13a)
tE(Lin,ts)

sup || B(t) ((v)g)]l 12 S €®. (2.13Db)
tE(Lintx)

Remark 11. In fact, the €2 in (2.13a) is arbitrary. We can choose € for any « fixed (not dependent
on o). This shows that f¥ is a very accurate approximate solution of (2.1) in H°~® for long times.

10



Proposition 2.4. Propositions 2.1, 2.2, and 2.3 imply Theorem 1.

Proof. For future convenience, define
B:=0—-R (2.14)

For z > 0 arbitrary,

1/2
~ 2
”f t* HHﬁ+Z < (B+Z) f(t*71777)‘ d77>
In— 770\<1

1 77 2(f+2)
77 770\<1

1/2
— </| | 1<1,n>2(6+z) Iﬁ(t*71,77)l2d77) : (2.15)
n—mno|<

) 1/2
FE(t,1 n)‘ dn)

By Proposition 2.2 we have (recall (2.14)),

/ (1, )25+
[n—mno|<1

By the definition of A in (6.1), and x in (6.2), there holds:

3 1/3

N 2 i
fE(t., 1,77)‘ dn 2 € ()20 (g, mo) =27 SEm) P10 > ()22, (2.16)

z — x )+ e/ 1/3
/ | 1<1,77> B+2) 15ty 1,m)| 2 dip S (o) 22 2 E+DED 20y ) 2
n—mno|<

0>2ze—2(uoo+%r)(K5)1/3n(1)/3

A

e'(n

R 3 : 1/3
64<n0>2ze—6(K7’n6)1/3173/3eﬁ(K,’ne)l“né/ ~2(proo 57 (K e) /g

€6 (1) 22~ 2R S 215/ 2 oo+ §7) (K)o

The constants turn out to satisfy
6(K!)Y3 — (2100 + 3r) K13 <0,

and hence we have
/| O L) SR
n—mno|<1

Putting this inequality together with (2.15), (2.16), (2.2), and Proposition 2.1 completes the proof
of Theorem 1 (for gravitational interactions). O

3 Linearized Vlasov equations

In this section we discuss the forced linearized Vlasov problem (written as in (2.1)),

8tf+E(t Z24tv) -V, f0 =
= g f(t,z,v)dv

E(t x) =—0;Wxp

h(0,z,v) = hin(z,v).

(3.1)

11



As in (2.2), we have jp(t,k) = f(t,k,kt). Using this relation, we derive from (1.1) the following

integral relation on the Fourier side (see e.g. [38, 10]),

plt1) = 11K = o [ T W= )k =)ol Ry
where
H(t, k) = hun(k, kt) + /Ot S(r, k, kt)dr.
Recall, (see §B for our Fourier analysis conventions),

7o) = 2me7él.

(3.2)

(3.3)

For this choice of f°, the Volterra equation (3.2) admits a simple, explicit solution. We follow

Glassey and Schaeffer [25].

Lemma 3.1. Let fO(v) = 475(1 +v?)~! and W(k) = C|k|70 for some o > 1 and ¢ € {—1,1},
then for 6 < 1, the solution to (3.2) can be written in the following form, for some kernel R €

Ll(R-i-):
p(t, k) =H(t, k) + /t R(t —1,k)H (7, k)dT,
0

which satisfies,

sup / 1=V lk |R(T, k)| dT < V6.
k€Zy JO

More specifically:
e if ( = —1, the solution to (3.2) is given by

1—p

t —
,a(t,k):H(t,k)+/ Va1 sinh(VE k|2 (t — 5))e W) F (s, k)ds;
0

e if ( = +1, the solution to (3.2) is given by
R t 1-v% | 1-7 —|k|(t—s)
p(t, k) = H(t, k) — / Vo lk| 2 sin(VE k| 2 (t—s))e ) H (s, k)ds.
0
Proof. Taking the Laplace transform t — w, p(t, k) — plw, k), H(t, k) — H(w, k), implies

plw, k) = H(w, k) + C[k]' ™ L(w, k)p(w, k),

where (recall (3.3)),

o )
L(w,k) = —5/ te Uhle=wtq = ——— —
== EEATIE
Therefore,
~ ﬁ(k W) ~ 1— ~ L
k,w)= ’ = H(k,w)+ |k " H(kw)————er——.
p( ) 1 —C|k‘|1_% L(k,w) ( ) C’ ‘ ( )1 —C|k‘|1_%L

12
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Then note that

CIk™™L ¢l 6
L—CIk"™™ L (w+ k)2 = C[K'T06

The results then follow from the inverse Laplace transform. O

We will need the linearized dynamics with initial data specified at an arbitrary time, however
the convolution structure of (3.2) indicates that the problem is translation invariant in time.

Corollary 1. Let p(t, k) solve the following for ty fixred and arbitrary,
e = H0 k) = o [ ET @ P0G~ )it Ry 85)
Then the solution is given by the following
p(t, k) =H(t, k) + /tt R(t —1,k)H (7, k)dT,
0

where R is given as in Lemma 3.1.

Proof. By making the shift 7 =t — tx, r(7,k) = p(7 + tx, k), ro(7,k) = H(T + tx, k), we get the
Volterra equation back in standard form:

r(r k) = ro(r, k) — 8 /O W) K2 (7 — 8)e kI (s, k)ds.

The result then follows from Lemma 3.1. O

4 Accessibility of an unstable configuration

In this section we prove Proposition 2.1. We solve (2.4) backwards in time from ¢ = t;, = ¢ ¢ for
some fixed 0 < ¢ < min (%,p) back to t = 0. As this is a relatively short time-scale for both the
linear and the nonlinear problems, we use a straightforward energy estimate. Let T be the smallest
time such that on [T, t;,], the following estimate holds:

sup |[[() f ()l go < 41[{0)f (tin) || o - (4.1)
te(To,tin)

By well-posedness of the Vlasov equations, we at least have Ty < t;,, and moreover, the norm on
the left-hand side of (4.1) takes values continuously in time. Therefore, Proposition 2.1 follows from
the following lemma.

Lemma 4.1. If § = €”, p € (0,1) and 0 < ¢ < min(p, %), then for € sufficiently small, (4.1) holds
with the ‘4’ replaced with a ‘2°,

Proof. Let o € {0,1}. Computing from (2.4), we have

Ld

ST @ DIE = — (V) (0 ), (V)77 (B + 0)0uf%))s

— (V)7 ("), (V)70 (E(z + t0)(y — 10:) f))2
=L+ NL.

13



By (B.4),

L] =9 Z/ (e, ) D2 F (ke m) (e, m)° (e, k) TV (k)OS ((n _ kt)e—ln—ktl) dn
keZ
S 52/ (k) [0 7k m)| Gk k)2 117 Lot )] G — k) +emlnlay
keZ

So 00 f (Ol o 10, 102)° ()]l -
Using (2.2) and H'(R) < C°(R) (on the Fourier side), we have
LIS 6l f O go 1 0) f (O] o -

For § = € and t;, < ¢ ¢ with ¢ < p, this is consistent with Lemma 4.1 for e sufficiently small
(depending on universal constants, p — ¢, and o). For the NL term, we first commute the moment
and derivatives:

NL = —={(V)7 (v f), (V)7 (E(z 4 tv)(0s — 10:)(v" f)))2 — La=1 (V)7 (v*[), (V)7 (E(z + tv) f)))2
=NLy+ NLq. (4.2)

The latter term is straightforward. By (B.5) (using the extra [¢| ™", though not essentially),

~

NI < |3 / k)0 7 (k) (k) (., O (O F (1, — €. — et)dny

INAY/

So 3 [ e o5 Fm] ()7 17 1ot 01 = €. — )7 | itk = o= e0)]
INAY/

<10 Ao 1 e 11402023l

S Il 110 < €, (4.3)

which is consistent with Lemma 4.1 for ¢;,e < 1. Turn to the leading order term in (4.2). We use
the following standard integration by parts to take advantage of the transport structure:

NLy=—=((V)7 ("), (V)7 (E(z + tv) (s — 10:)(v" f)))2
+ (V)7 (0 ), (E(z + t0)(0y — 102)(V)? (" f)))2

= /R (k, )05 Tk, ) ((h,m)” — (k — £, — 1))

™
Lke

o

x p(t, E)EW( VFt,k — €,n — 0t)dn. (4.4)
By the mean-value theorem we have,
(k) — (k= € — kt)7| So €, 08] ((k — £, — k)71 + (0,771
which, by applying this inequality and (B.5) (as in (4.3) above) to (4.4), implies,
INLo| < () [0 150 1102, 102)7 plly S t€¥ S tine.

This is consistent with Lemma 4.1 for e sufficiently small provided t2 € < 1, which is one of the
assumptions in the lemma. Hence, for e small, we may propagate the estimate (4 1) with ‘4’ replaced
with ‘2’ all the way until time zero. O
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5 High frequency approximate solution
On the Fourier side, the high frequency initial condition (2.5b) is given by
E’EL](’CO,U) = €(ko,m0)”° (6_%‘"_"0‘ + 6_%‘%%')
FE(~ko.n) = e(ko.m0) ™ (6_%‘"_"0‘ + e_%mﬂ()l)

FE(k # ko,m) = 0.

We will take f, the approximate high frequency solution, to solve (2.7). As (2.7) is linear, it is
convenient to sub-divide f# into four separate components based on the initial data and solve for

them separately:

FI (tin) = €k, no) "€~ 2I1ml6,
- (tin) = e(ko,mo) T e~ 3ol
P (tin) = elko,mo) O e 2lmHmlg,
P (tin) = €(ho,mo) 7€ TEWlG_ .

H

We analogously define pf 1 ,of_, ,OI_{JF and p

(5.1a
(5.1b
(5.1c

)
)
)
(5.1d)

to be the densities associated with each of the four

corresponding solutions to (2.7). Moreover, the amplitude of f¥ is irrelevant. Hence, for future

convenience we define the following to suppress it:

¢ = e(ko,m0) 7.

We define the critical intervals, corresponding to Orr’s critical times,

n il U |
Tem= |3~ % = [try, th— 2 < |k
o [/ﬁ 2TR[ ([ + 1) % 2[R (k[ — 1) [t th—1ls 2 < [K]
3
= |2 21l = Fa o).

For notational convenience we use the shorthand

bk = thn,-
We record the following lemma regarding various growth factors that will arise below.

Lemma 5.1. Let K > 0 be arbitrary and let en be sufficiently large relative to K. Fix
N = Floor((Ke)'/?n/?),
and define the following growth factor for k > 1,

Yi(n) :=1 k>N

. eKn €K1 eKn -
i = (25 - ) () rew

Then there holds the following, with implicit constant independent of €,ny, and K,

1 7e)1/3,1/3
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Proof. The proof is essentially from [Lemma 3.1, [9]]. By definition,

B Ken Ken Ken B (f(en)N
Yi(n) = <(N)3> <(N—1)3> ( B ) = Ny

Using Stirling’s formula, N! ~ 27N (N/e)V, we have

Yi(n) ~

~ (27 N)3/2(N Je)3N ~ (Ken)'/2

(Ken)™ oL ey [eszv_g(z%m)w (K en)“ﬂ
N3

<1 and en large. [

and hence the result follows, since the term between [..] is &~ 1 by ‘]\7 3 Ken

5.1 Upper bounds

In this section we deduce upper bounds on f and v f¥ pointwise in frequency. The first observation
is that, analogous to the linearized Vlasov equations, (2.7) can be reformulated as a closed system
of Volterra equations only involving the density p:

PP R) = bk kt) = 5 "R~ 1) Fk(t — ) (7, )
ey / " A (e 0O Okt — 7)eH . (5.6)

{=k+1

By a standard contraction mapping principle, it is straightforward to prove that there exists a
unique (global) solution to (5.6). Define the following growth factor, for some constant K, > K/,
to be specified later, analogously to the definition used in Lemma 5.1:

N, := Floor ((Kme)l/gné/g) , (5.7a)
Ck(no) :==1 k> Np, (5.7b)
eKmno €Kmno eKmno
. < . .
o = () (w.2%) (58) ebe e 6T

Note that since K,,, > K/, Ny, > ko. Fix r(t) as follows, for b € (0, %) chosen below:

r(t) = i + i (%")b (5.8)

The following lemma provides the desired upper bounds on the density. Note that (5.9) localizes
the density very close to the critical times.

Lemma 5.2. The solutions to (5.6) with initial distributions given by (5.1) satisfy the following for
0 = €P and € chosen sufficiently small (recall the definition (5.2)): for all k > 1, there holds for all
a >0,

P/f:(t, k)| < 4€ (Cr(no)li>1 + €*1p<_1) e~ (Dlmo—kt| kg " |kl (5.9a)
P (1, )| < 4¢ (Ciiy(m0) Lpa1 + €Ly ) e Olmothtl o=k 1K (5.9b)
PH_ (1 k)| 5 €eemOlm—ktlo=hy Ik (5.9¢)
P (t,K)| < eleverOlmtrt] =k k] (5.9d)
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Proof. We will consider simply the proof for (5.9a); (5.9b) follows by symmetry whereas (5.9¢) and
(5.9d) are simpler variants (as there are not resonances for positive times). Similarly, we will only
consider k > 1, as for pf 4, the & < —1 modes are essentially treated the same as pf_.

For notational simplicity, for the duration of the proof of Lemma 5.2, denote

p=pl,.
Let T be the largest time such that the following holds for all ¢ € [t;y,, T
[t })] < 8¢/Cy (el ka K, (5.10)

We prove that on [t;,, T], (5.10) holds with ‘8’ replaced with ‘4’ for € chosen sufficiently small (by
continuity this is sufficient and the assumptions on the initial distribution imply 7" > t;,).
Using (5.6), Lemma 3.1,

1p(t, k)| erlmo—ktl+kg 'kl or(®)mo—ktl+kg [kl ‘f k,k )‘
A t, ZTL7 t
P Ck:('r]()) Ok;(?](] it
t r(t)no—kt|+kg k| N
e Z / : 0 1p(7,0)] ‘EW(f)k‘(t - 7')‘ e |kt=tr| g
(—kt+1 7 tin Cx(no)

() |no—kr|+kg k| | ~

t
+\/g/ o~ (=VOlk(t—7)| €
tin

FH (tin, K, kr)‘d

Cr(no)
7)o —kr|+kg K] _
+evs / VOlk(t- Tl/ ’ ‘A(S,E)KW(K)k(T—s) e Ihm=tslgsdr
t=kt1 7 tin tin C (o)
4
=Y " R.. (5.11)
=1

From the definition of ff+ in (5.1), we have,
Ry < 6/6( r(t)—%)Ino—Fkt| <é.

For the term Rs we have by the bootstrap hypothesis (5.10),

Co(10) () no—kt —or | )i —|kt—t
Ry < e’ / erWlmo=ktl=r(no=trll gy () k(¢ — 7)| e~ IF = dr
szj:ﬂ . Culmo) Okt —7)

@ 3 / Cf 770 L) T(T))lﬁo—h%e—%m—hdr

{=k+1 |

To treat this integral, we divide into resonant and non-resonant regions:

Ce(m0) (r(t)- —er {T) Lkt
Ry < e / 1 1y, e(r@=r)no—tr AT —§{kt—tr]
2y (haemar<s ¥ hero ) G [

= Ro;r + Ro;NR-

The non-resonant region is straightforward, despite the potential loss from the ratio of Cj and Cj.
Indeed, using t > ¢~ ? for some ¢ € (0,1) and the definition of 7y (see (2.9)),

ENO\ — L1y _lipy p
Rong S €€ Z / \kt—r|> % |<I<: e sle 1lkt— ldr <, €2€,
Pt Lk

17



which suffices to prove Lemma 5.2 provided e is chosen sufficiently small. Turn next to the resonant
region. First, observe that over the resonant region, necessarily ¢ = k 4+ 1. Therefore,

t
Cry1(n0) - _ T T
Ro.p S ’/ 1 o BV (r(8)=r (7)) Ino—(k+1)7] |kt—(k+1)7] 7

st in K=E71<2 Ch(no) ‘ !k+1\e ' !

t

_ /

- /t Hetri< <1'"0—(k+1>7\<@ i 1\no—<k+1)7|z—““§1”)
m

s Gie1l0) o) o1yl B DT ket g
Cr(n0) |k + 1|
= Ro,po + Ro;Rr1-

For the first term we use that 1y ~ (k+ 1)7 on the support of the integrand, hence by the definition
of Cy (5.7) and that N, > ko, there holds (on the support of the integrand),

Crr1(mo) K+ D7 Crpa(mo) m 1
Cr(mo) (k+1)3 Cr(no) (k+1)3 ™~ eKy,’

which implies

t E+1) 1 €
o ( Lkt (kt1)7] ;- <
R2,R,0 ~ € / 1|kt_zq_‘<%1|770_(k+1)7_‘<(k+21)7' Km e 4 dr ~ Km,

n

which is sufficient for the proof of Lemma 5.2 for K, chosen sufficiently large (depending only on
universal constants). For Ra.g 1, note that on the support of the integrand there holds, (resonance
implies 7 ~ £t on the support),

k+1
th, (TPt t—T t
£ — _ ln < _4b ~ ot 5.12
10 -1t = () s -t (S50) = -t (5.12)

which implies, using also that |ng — (k + 1)7| 2 (k + 1)7, we have,

t 1
_ Crr1(no)7 1 =0 1l
Rop1 < € (ko, o 1 1 B Skt—(k+1)7] g
2r1 S € (ko,mo) / =ttt L (171> 507 G o)+ 1) 10 e T

If k < N, then, there holds, by definition of Cy (5.7), Keng ~ N3,

in

1

7(k+1) ( 1 >ﬂ o Mkt (k)] g

t
/
R2;R,11k§ko Sa 6/ 1\kt—£7|<%1|n0_(k+1)7—‘2(k+71)7

t 1/3(k + 1) 1 —1ib
Te N
< 6// 1 1 ) ( > o Skt (k)] g

/
S e,

which is sufficient for Lemma 5.2 by choosing e sufficiently small. If, k& > N,,, then there holds,

t
T 1 1-b 1
; S e€ A (S — 3kt (k+1)7]
RQ,R,llkSkO ~ €€ / 1|k‘t—€7“<%1‘r]0—(k+1)T|2(k+21)7— k T 1 <tb Tl—b> e 4 dT
in m
< €€,

~

which is sufficient for Lemma 5.2 by choosing e sufficiently small. This completes the treatment
of Ry from (5.11). The treatments of R3 and R4 are similar to Ry and Ry by applying the same
arguments with ¢t — 7 and 7 — s; note that § is a small parameter. The details are omitted. [l
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Given the bounds on p provided by Lemma 5.2, it is straightforward to derive the following.

Lemma 5.3. Consider the solution to (2.7) fH_ with initial data f%(t;,) = fI (ti) (see (5.1)).
Then the solution ff+ satisfies the following,

I (k)| S €Cu(mo)eFrmle

Analogous estimates hold for fH | ff_, and fﬂr from Lemma 5.2.

Proof. Integrating (2.7), we have
— 1 t _— —~
P ) =t ko) = 5 [ atr K (9K = k) P — ke
—€ Z / T€€W (0)(n — kr)e~ "=l dr,

l=k=+1

From here, the result follows by integration using the estimates in Lemma 5.2 and the definition of
the growth factor in (5.7). We omit the details for brevity. O

The following variant of the upper bound quantifies the fact that before the critical time k"—jr)l,
the k-th spatial mode of the distribution function must be small.

Lemma 5.4. Consider the solution to (2.7) fH,_ with initial data f%(t;,) = fI (ti) (see (5.1)).
Then the solution ff+ satisfies the following for all « > 1, all € chosen sufficiently small (depending
on «), and all k < ko,

ff—i-(tk-i-l)k)n)‘ = Eae/e_é‘n_n()" (513)

Analogous estimates hold for fH_, ff_, and fﬂr.

Proof. Set 1 <k < ky. Integrating (2.7) implies

Lin—nol 7H 1 1 e g —~ —
A1 P (b, k) = 7 (b, k) — o / sl (r, k)W (R)k(n — k) fO(n = k)dr
- Z / esln=ml P, )W () (n — kr)e =t dr
l=k+1

= eIl (1. k. n)+ L+ NL.

The first term is in fact zero as k # kg. For the linear term L, we apply Lemma 5.2 and that
since |y — k7| 2 7 on the support of the integral, we have the following for some universal constant
c> 0,

Tt 1 1
L <é / Che (o) 1m0l = mo—krl g =In—hrl g
tin
tet1 1 -
< 6’/ Cho(mo)e sMmo=krleg=gn—k7lgr
tin

/ Kas Tn—k
Se / Ci(no)e Te s+l gr,
tin
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/
Even though Ck(ng) < e(Eme)' /25 by Lemma 5.1, the exponential decay still dominates (note

T > tin = € 7) and we deduce that for any a we can derive
‘L’ 5 elea—i-l’

which is consistent with (5.13) by choosing e sufficiently small.
For the nonlinear term, we use a similar argument: since |7(k+ 1) —no| 2 7 for 7 < tj41, we
have

th+1 1 T 1 trei - .
|NL| 5 ¢ Z / e—ghf—ﬂo%e—Eﬁ—ZﬂdT 5 ¢ Z / Ok-i—l("’lo)e_m—e_dm %e—gn—ZTdT;
t=k+1" tin t=k+1" tin
and again, the exponential time decay factors dominate as above. O

We will also need upper bounds on the first moment of f.

Lemma 5.5. Consider the solution to (5.6) with initial data f™(t;,) = f (tin) (see (5.1)). The
solution ff+ satisfies the following for € chosen sufficiently small

On I, (8 k)| < 4€Cilno)e w7l

Analogous estimates hold for fH_, ff_, and fﬂr.

Proof. Integrate (2.7) and then differentiate, yielding:

— — 1 t P o
0,7 t.m) = 00T (o) = 5 [ plr V()80 (0 k)P — kr)) dr

S /t p(r, )W ()0, ((77_]{;7-)6—\17—57\) 0
(=k+17tin

The result now follows in a manner analogous to Lemma 5.3. The details are omitted for brevity. [

5.2 Lower bounds

In this section we focus on deriving growth of solutions to the system (2.7). After looking carefully
at (2.7), it becomes clear that only a specific subset of interactions are relevant. If one only retains
“resonant” interactions, we are left with the sub-system:

Oif(t,k,m) = —8F(t, b, KOW (k)k(n — kt)e "%t e 1., (5.14a)

Oif(t,k —1,m) = —ef (t, k, YW (K)k (n — (k = D) e =™t e 1., (5.14b)

O f(t,k+1,m) = —ef (t, k, YW (K)k (n — (k+ D)) e =t ey, (5.14c)

We are only interested in the cascade k — k —1 — kK —2 +— --- +— 1 so that the information

propagates from one critical time to the next. Hence, removing this (5.14c), which only involves
modes which have passed the associated critical time, leaves us with the resonant sub-system:

OuF (b kym) = —8F(t, k., kOW (k)R — ke P, ¢ € Iy, (5.15)

Oif(t,k —1,m) = —ef(t,k, YW (K)k (n — (k — D) e =%t e 1, (5.15b)

In this section, we will essentially treat the full second iterate system (2.7) as a small perturbation

of (5.15) near the critical times k= '19. The sub-system (5.15) should be compared with the ‘toy
models’ of [9, 6, 7].
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Remark 12. In (5.15), the evolution of f(¢, k,n) is the linearized Vlasov evolution, de-coupled from
f(t,k—1,n). Aside from the obvious difference between the density and the Biot-Savart law of fluid
mechanics, this decoupling is the main difference between the resonances in Vlasov [38, 10] and 2D
Euler /Navier-Stokes near Couette flow [9, 12]. In particular, this coupling appears to be the origin
of the Gevrey-2 regularity requirement in [9, 12], as opposed to Gevrey-3 as it is in [38, 10].

Proposition 5.6 (Instability of second iterate system in the gravitational case). Let 6 < 1. Then
there exists a constant K|, such that the solutions f+i and f__ to (2.7) satisfy the following lower
bounds:

3P =In—no| _ s~ LIn—m0l < ‘ilzr(m’ 1777)‘
¢ P g/ o=ltnol _ 1= gltmol < ‘E{\_(no, _1,77)‘ .
Proof. By reality, it suffices to treat only ff +, here denoted fH for simplicity. For simplicity, we
denote pf = pf 4. Let v be a large, fixed multiple of R with constant C, to be chosen below:
v=C\R.

We will proceed iteratively over the echo times. First, we propagate the lower bound for early times
before the first significant resonance.

Lemma 5.7 (Short time). For all v > 0 and tiy, < t < ty,, there holds for all k,n,
ﬁ{(t, ko,n) > e/e—%m—no\ _ 6“’6/6_%“7—770\_

Proof. We have
_ . . N
fH(tv ka 77) - fH(tina ka 77) = _5/ PH(T, k‘)W(k‘)k,’(T] — Tk:)e_‘n—Tk‘dT
tin

=Y [ oW - e ar

(=k+1
=L+ NL.

The lower bound is satisfied by f(¢;,) by definition. By Lemma 5.4, there holds

t
L] S €e’s / e slmo—ktle—l1=mk () _ rpydr < fge sl

tin
The nonlinear term follows similarly and is omitted for brevity. O

We next need to propagate lower bounds through all of the critical times. For universal constants
K], K/! to be fixed below, define the growth factors

ko(n0) = Floor ((K7,)/n5/*)
Dy(no) =1 k > ko,

61(;7,770 61(;7,770 61(;7,770
pr— —_— .. <
Do) ((k n 1)3> <(1<:0 3 )\"ke ) Lk <k,

Ko(0) = Floor ((K7ne) g
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Di(no) =1 k > Ky,
) €K\ o eKlmo Ko ,
_ < .
Diltm) ((k T 1>3> <<ka ") U bk <k

We proceed inductively over critical times. Let 1 < k < kg and assume that the following holds:

|77t o) | = Dilno)ee™ 1701 = Do)l 3, (5.16)

Lemma 5.7 implies that this holds for £ = ky. Proposition 5.6 then reduces to proving that (5.16)
implies (for suitably chosen K/ and K/ ),

‘ﬁ(tk—h k— 1,77)‘ > Dy_1(no)e'e” "7l — D}, (ng)e7/esImml. (5.17)

The first step is proving that the critical density is large. By Lemma 3.1 and Corollary 1, over Ij, ,,
the critical density mode is given by

—

pH (t, k) = FH(ty, k, kt) + V3 t sinh(V3(t — 7))~ ®I=7) FH (¢, k. kr)dr

tg
t_ —~
—€ Z / pH (7, O 0W (0)k(t — 7)e F=lgqr
(=k+17
t T _
—eVs Z sinh(Vo(t — 7))e” k=) / pH (5, 0)0W (O)k(1 — s)e~F7 I dsdr
(=k+1 7tk Ly

=> I

Jj=1

The linear term is large, and hence must be controlled carefully. Here we crucially use the gravita-
tional interaction: as the integral kernel is positive, there holds from (5.16),

t
Iy > —D}(no)e"éVs | sinh(Vé(t — 7-))6—“f\(t—7)e—%|’W—?70|d7-

ty

2 —\/SDfﬂ(no)eye'e_%mo_kt‘. (5.18)

The remaining terms are non-critical error terms. In particular, as £ = k + 1 is not critical, we
can gain arbitrary powers of ¢ as the /-th density mode is hence very small. For I3, using that
|no — €| 2 T > tin, = € 7 on the support of the integrand and Lemma 5.2, we have

t
‘13’ 5 e€’ Z Cg(no)/ e—%\ﬁo—T€\<T>e—|kt—ZT\dT
l=k+1 12

t

1 T 3

< ec'e™sIM—K| E Cg(’l’]o)/ (rye~zealkt=trlgr
(=k=+1 b

Sy €27 e8I
The I term follows similarly. Therefore, there is a large constant C' > 0, such that the following
lower bound on p(t, k) holds:

p(t, k) = Dy (ng)e e Ft=mol — (1 + C’\/S) D;C(no)e“’e/e_%w_”o‘. (5.19)

22



~

Turn next to the distribution function f(tx_1,k —1,7):

~

Fltno1,k—1,m) = —e/tkl A K)EW (B) (1 — (k — 1)r)e"In~#ldr

123
2 tk—1 .
+ fltr k= 1,m) +6 Pk — D)k — VW (k — D)5 — (k — 1)7)e”m=E=Drlgr
123
tp—1 -
" / plr,k = 2)(k = 2)W(k —2)(n — (k — 1)7)e” 1= E=2mldr
123
3
s (5.20)
j=1

The growth comes from the leading term and the others are error. Sub-divide again:
Te = (Lpy—nol<no/2 T Yn=no|zmo/2) Lo = Tosp + Lok

Using that Lemma 5.2 implies that p(¢, k) is localized near ¢ ~ 1y /k we have for any =,
fet Lio—k k 1
Town S €Uy oy | Chlm)e #mHlir)eilay < cavtemtirml (51
(2

By positivity of the kernel on the support of the integrand (due to the restriction |n — ng| < 19/2),
we have by (5.19),

th—1
Tor > —eDk(no)ﬁ'ln—no|>no/z/ KW (k)(n — (k = 1)7)e” "l lkr=mlgy
ty

th—1
+ (14 CVE) €D (10)€ Ly 2 / KV (k) (5 — (k — 1)r)elbrle=slhkr—ml g

tg

> D 1 _—|no—n| Mo b1 —2|k7’—770\d
2 €Dy(no)e’e 72 ] € T
k

te—1
= T+ VR s [ (TR~ (k= 1r)e -y

tg
Note that for k < kg, the integral in the first term satisfies

70

th—1 not+g-1
/ e 2lkT=m0l 7 — l/ e 2ls—molgg pe
tr U

—_To__
0~ Tk+1)

| =

The integral in the error term can be bounded similarly, kT = 19 ~ 1. Hence we have the following
lower bound for universal constants K/, and K] (if need be, choosing ¢ small),

K/ 1 K//
T > (ZFJO Dimo)e'e 1=l — 2 <|ng0> & D} (mg)eesl1ml. (5.22)

Note that none of the constants depend on «y. Using non-resonance, the other terms in (5.20) £ are
all bounded above in absolute value via

& < el e sln—mol

3
=1

J
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Putting this together with (5.21) and (5.22), for e sufficiently small, we deduce the lower bound
(5.17).
By iterating over k, we have

‘f(tla 1777)‘ > Dy (ng)e'e” 17l — €7D} (n)e'e™ sl (5.23)

Via an easy variation of the preceding arguments, we further deduce the following for some large
constant C' > 0,

B(t,1) > Dy (o) e Ft—ml _ (1 + (NS) €1e D (o)~ skl (5.24)
and similarly

(0, 1,m) 2 Di(no)e'e™ 7= — €7D} (1)’ e~s 1=, (5.25)

By Lemma 5.1 and (2.9), it follows that by choosing v = C, R for C,, large relative to a universal
constant and then choosing € small, we have

€’ [(ko,ﬁow} (%)1/3

€' Di(no) (K7 en) 12 p < 1.
Therefore, the result follows by Lemma 5.25 and a small adjustment to K/ to deal with the
(67]0)_1/ 2. This completes the proof of Proposition 5.6. O

Remark 13. In the electrostatic case, the issue is the lack of positivity in the solution to the linear
problem, which makes it seemingly impossible to propagate such a strong lower bound as (5.17), as
now one cannot use the lower bound in (5.18).

6 Norms and related preliminaries for stability estimates

As discussed in §2, one of the main steps of the proof is to design a precise norm with which to
measure g. We will use the following Fourier multiplier to build the high norm to measure g, for
constants K, r, (to be chosen later) and a time-dependent index p(t),

A(t, V) = (V)PerOEHONE Gy ), (6.1a)
T(KE)1/3<8U>1/3
G(t, V) - (eu}(t—a) + GT(KE)1/3<82>1/3> . (61b)

The multiplier w is essentially a continuous-time, general-n analogue of the Cy(ny) weights (defined
in (5.7)) used to obtain the upper bounds on the approximate solution in Lemma 5.2. This multiplier

2111/3
is discussed further below in §6.1. Among other properties, there holds e ar (K < w(t,0y) <
1. We will make the following choice of u(t) for constants pso > 12 and b € (0,1/6) fixed by the

proof (compare with (5.8)),
\b
u(t) = poo (1 + (%") ) : (62)

For the low norm, we use a standard Gevrey norm:
B(t,V) = (V)1e/OEVH)E (6.3)

We let v € <% + 3, % + 4) and v(t) = (1 — ¢, )u(t) for some ¢, < 1 small to be chosen later.
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6.1 Definition and basic properties of GG

Recall the definition of the critical intervals from (5.3). Fix a constant K > 0 to be chosen later
depending only universal constants and define the following non-negative integer, which in particular
depends on K¢, and n:

N(n) = floor ((Ke [n))/*). (6.4)

Note that the definition implies N = 0 if |n| < (Ke)~!. Recall the definition of critical intervals in
(5.3). We further write, for |k| > 2 (with analogous definition for k| = 1),

P75 B U B Lo n_
ko =k kT 20k (k[ —1)]° ko =k 20kl (Jk|+1) k|

We then define w as the following, for 0 < t < oo (note that the definition is recursive backwards in
time, as in [9, 6]),

Wt,n) =1 t>ton, (6.5a)
5 k3 Ke " _ R

lt.0) = g (1 o o= 2] )it te 1, (6:50)
. Ke o

B(t,n) = (1 b = %D o) telh, (6.5¢)
w(t,n) = w(tngn) t<tng, (6.5d)

where ay, ), by, , are defined so that the regularity loss each half interval is exactly (K en)k3. There-
fore, for |k| > 1 we have,

2(]k| -1 k3

Gy = (|||k| )[1—]{677], K > 1
1 1

ak,n—§<1—m>a k| =1,
2(|k| +1 k3

S i G ) L

Note that by ), ay, € [0,4] in the range of k and 1 which are possible in the definition (6.5) and also
depend mildly on K and e. Naturally, we take the convention that if N = 0, then

w(t,n) = 1,Vt.
Notice that this implies @ is constant unless || > (Ke)™!.

Remark 14. We remark that the similarity between the definition in (6.5) and that used in [9] was
specifically motivated by an interest in easily deriving useful properties of w(t,n) by adapting the
ideas from [9]. Indeed, there seems to be more flexibility here than in [9] and there are a variety
of choices which could serve our purposes, however, it is easiest to simply adapt existing work. See
Appendix A for more information.

We will need to differentiate w with respect to n in order to take a moment in velocity. Therefore,
let p € C°((—1,1)) be non-negative with [ pdz =1 and define w as the mollified version of w:

w(tn) = [ " ol — )t )d. (6.6)
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Hence, w(t,n) is a smooth function of 7 and 9,w can be easily compared to w.

For the remainder of the section, we outline some properties of w and G which we will need
going forward. The proofs are tedious and are reserved for Appendix A; moreover, several proofs
are variants of proofs found in [9]. The first lemma determines the precise growth of w.

Lemma 6.1 (Total growth of w). If Ke|n| > 1 (otherwise w = 1), then

D0 (R ) o091
w(1,m)

It will then suffice to fix r = 12 in the definition of G in (6.1).

The following lemma emphasizes that ratios of w account for the growth due to the echo res-
onances. In particular, this lemma represents the primary use of w (which is found in §7.1.1) and
the motivation for the definition.

Lemma 6.2. Let 7 € Iy 3y and 1 < k < N(n) — 1. Then,

2
w(t, kt) |k|? Ke |k|?

< 1+ |(k+ D)1 —kt|) < 5
w(r, kt) ~ <6Kt e |k +1)r JE= eKt’

where the implicit constant does not depend on e, K, ort.

Remark 15. If one takes 7 € I, for any j > k+ 1, Lemma 6.2 still holds. This is relevant to the
proof of Theorem 2 but not Theorem 1.

In order for A to make a reasonable norm, we will need the following lemma regarding G (see
Appendix A).

Lemma 6.3. There exists a universal ¥ > 0 such that the followings holds (with constant indepen-
dent of €, K, and t),

G(tu k?”) < eF(K6)1/3<k‘—éy77_€>1/3.

G(t, 0, &) ~

We will also need the following commutator-like estimate in order to take advantage of the trans-
port structure of the equations. As in [9], the need for this estimate motivates the +e” DRM O
in (6.1b). See Appendix A for the proof.

Lemma 6.4. Suppose that either t < %(KE)_M)’ min(|17|2/3,|§|2/3) holds or |k,¢| > 10|n,&| holds
(not exclusive). Then there is some 7 > 0 universal such that

M —1l < 1 <k7 — E, n—- £> ef(KE)1/3<k—f777—§>1/3
G(t,¢,€) ~\(Ke)2/3) (k,n)2/3 + (£,6)2/3 )

where the implicit constant does not depend on K, €, ort.

Next, we need the following lemma for deducing moment controls.

Lemma 6.5. For all t,n, there holds
Lemma 6.5 ensures the following property of A.

Lemma 6.6. There holds the following for an arbitrary function q,

[Agl[ + 110y (Ag)ll, ~ [[Agll + [[Aydl|.
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6.2 Paraproduct decompositions and further properties of A and B

We will need to estimate terms of the general form:
X(t,z,v) = H(t,z + tv)F(t, z,v),

where [, H(t,z)dz = 0. On the frequency-side this becomes

S(t, k) = ZHtE (t,k —0,n —to).
ZEZ*

The Littlewood-Paley projection of functions depending only on z is defined as follows, for M € 2%,

_ _ k. kit
R N e R P O

Ne2Z:N<M

where x is a smooth cut-off supported on (1/2,3/2) and equal to 1 on (3/4,1) (see Appendix B).
Due to (2.2), this is consistent with the corresponding definition for functions of z and v in (B.1).
By convention, we will use the following paraproduct, introduced by Bony [15]:

X = Z (H o Te)mFenys + Z HoTe)cnysFum
Me2Z Me2Z

+> > (HoT)uFur

Me2Z M/S<M'<8M
=Ygr+Yrg +Xr (6.7)

For the majority of the proof (with some exceptions), we will not need to directly deal with these
frequency decompositions, and can instead mostly rely on some “black-box” product-type inequal-
ities relating A and B. These are outlined in Lemmas 6.7, 6.8, and 6.9 below. The proofs are
not new — they are more or less straightforward applications of basic properties of A, B, and a few
tricks for paradifferential calculus in Gevrey regularity. In particular, all these tricks have essentially
appeared previously either in [9] or [10]; however, we include the proofs for completeness as these
techniques are not yet standard (especially the proof of Lemma 6.9).

Lemma 6.7. Let X and Xpg be defined as in (6.7) above. For [ large relative to a universal
constant and v(t) > cu(t) + 7, where ¢ € (0,1) is a fived constant, we have the following ¥ &' > 0,

5’ (6.8a)

|A® L lly oo 1Ay ||(0r, t0) ™ BH]| . (6.8)

JA® a1y Spoa 1AH ], |[(9) 4 BF

Proof. We project to a frequency shell N € 2%, and hence by the frequency restrictions imposed
by the Littlewood-Paley projections on the support of the integrand, we have by Lemma 6.3 and
(B.7), that there is a constant ¢ € (0, 1) such that

(AOZul S5 Y Y ALt |Hu(0)
Me2Z:M~N £EZx

w« elen®)+7)(Ke)' /3 (k—t,n—te)'/3 ﬁ<M/8(t7 k—0,n—t0)].
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For v(t) and u(t) chosen such that
v(t) > cp(t) + 7,

we have by the definition of (6.3) followed by (B.4),

AOZr)N S5 Y D0 AW L) [Hu (0| (k= 0 =t | Boyys(t,k — 60— t6)
Me2Z:M~N LELx

S D IAHMl (V)T BE
Me2Z:M~N

Therefore, by almost orthogonality (B.3), there holds

1/2
! 2 !
1Al S | S0 1A 3|70 BE| ) S Al [(9) T BE|
Me2? ? ?
This completes (6.8a). The proof of (6.8b) is analogous, using (B.4) instead. O

Similarly, we have the following for the remainder terms in the paraproducts.

Lemma 6.8. Let X be defined as in (6.7) above. For [ large relative to a universal constant, and
v(t) > éu(t) + 3r, for & a universal constant and ¥ §' > 0,

[A®)ERly S0

<v>5/2—“YBHH2 H <v>ﬁ/2+1+5’—’YBFH2 . (6.9)

Putting together Lemmas 6.7 and 6.8 implies the following product-type inequality, which is
sufficient for most purposes:

Corollary 2. For 8 large relative to a universal constant and v, p chosen such that

v(t) > max <c,u(t) + 7, cu(t) + gr> , (6.10)
where ¢, ¢ are defined in Lemmas 6.7 and 6.8, then there holds:
JA@) (H o TeF)l, S | (V)72 42BH| || AF||, + |(7)7242BF|_|am],. (6.11)
There similarly holds
|B®) (H o TP, $ |(V) /2 2BH| |BF,+ |(7)/*2BF | |BH|,.  (6.12)

Proof of Lemma 6.8. By the frequency localizations implied by the Littlewood-Paley projections
(see Appendix B), (B.9), and Lemma (6.1), there holds for some ¢ € (0,1),

|A(t) (H o TiF) | Sp Z ZM, tg>ﬁ/2e(5u(t)+%r)(Ke)1/3<é,té>1/3
Me2Z Lely
¢ by 10y 2O ) bt

fIM(t,E)‘

Foy(t,k—0,m—to)|.
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Note that by the discretization of frequency in £, M > 1. Using v(t) > cu(t) + 3, we have by (B.4),
for all &' > 0,

AW (HoTiF)g Ss S M7 H<ax,tax>ﬁ/2—“rBHH2H<v>ﬁ/2—'v+1+5’FNMH2
1<SMe2%

<], s

which is sufficient. O

To control the density, we will also need a version of Corollary 2 for which the nonlinearity is
integrated in time and restricted in frequency. The following lemma will be sufficient to treat most
terms in the density estimates. The proof is based on a computation carried out in [10], however,
we include a sketch of the proof here for completeness.

Lemma 6.9. Forr =r(t,x) and q = q(t,z,v), define
Cltk)=>_ / (1, OW (O)Ck(t — 7)q(r, k — £, kt — (7)dr.
ZEZ tln

Let v and p satisfy (6.10). Then, for any time interval I = [t;,,T], there holds for m,ac > 0
arbitrary,

H <v>mACHL%(I,Li) 507%m H <8x’ amt>(m+5)/2—’y/+a+1B,r,‘

—« m+1
sy S22 (7 (9™ Ad(]l,)

1/2 1/2
T T
+ | sup Sup/ K(t, 7,k 0)dr sup Sup/ K(t, 7k, 0)dt
tel k€Zy Jt;y HZO ( ) Tel le€Zy JT kz;éo ( )
<V Al (s 0} 9) 2 Ba(r)] ). (613)

where, for some universal ¢ > 0, there holds
K(t, 7,k 0) = [W()ek(t — 7)| ORI E MO (=K Mh—blt=tr) 2 g ey — p7) =

The analogue of (6.12) holds as well.

Proof. We consider the m = 0 case; the other cases are similar. Expand using the paraproduct
decomposition,

C= Z Z/ P ( 7'€ )U‘;(t_T)z]\<M/8(T,/€—€,/€t—€T)dT

MeZLUET

+ >0 f<M/8(T,£)’W(£)£k(t—T)aM(T,k—e, kt — 07)dr
Me2Z (€T, ¥ tin

+ > Z/ g (7, OW (Ok(t — 7)Gons (1, k — £, kt — 07)dr

Me2Z Uelx
=Cyr +Cry +Cgr. (6.14)
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Consider Cyy, first. By the frequency localizations, Lemma 6.3, and (B.7), there is a constant
€ (0,1) (depending only on our Littlewood—Paley conventions) such that,

(A)CrL) S > Z A(7, 0, 70) [Fag (7, £)] O—mE) (K 3k k)12
Me2Z e, ¥ tin
w [F)R(e — )| lnr PRttt Gk — bkt — )] dr.

Then as long as v(t) > cu(t) + 7, there holds (using also H'(R) <+ C(R)), we have

[(A@)CHL)| Sp <S%1£H<U>< )72 Bq||, ) > Z/ (m 6,70 [P (7, O K (¢, k, 7, €)dr

Me2Z Lel

Integrating and using that the Littlewood-Paley projections define a partition of unity,

9>

2
t)Crr)? dt<< sup H<”><V>_V+QBQH2>
in kel

TE(tin,T)

m Me2Z

2
/ [ / ZATETE)TM(TK)K(tka)d] dt
tin pez, |tez, V't

s( sup | 0)(v)~ V+QBqH2>

TE(tin,T)

.2

2
Z/ > AT R O K (t k7, 0)dT | dt.
N k€l | bELy

tin pregz

It follows from Schur’s test that this contribution is bounded above by the second term in (6.13).
Turn next to Crp. By the frequency localizations, Lemma 6.3, and (B.7), there is a constant
€ (0,1) such that

Awcem S5 Y2 / elenrn e
Me2Z £7#£0
X (W Vek(t — T)( Alry ke — 0kt — 07) |Gag (7 — £, Kt — £7)| dr
<Y ¥ / P HMERIK S (Ler) 1S 5 gy
Me2Z (e, ¥ tin
W )| ((VYA)(, k — 0, kt — 07) |G (1, k — £, kt — £7)| dT

f<M/8(T 5)‘

X

<Z/ (0,6 B(r, 0, 07) |7 (7 0)]

0 Vlin
x ((VYA) (1, k — L, kt — b1) |q(7,k — €, kt — 1)|dT,
where in the last line we used that the Littlewood-Paley projections define a partition of unity, the

definition of B, and the requirement that v(t) > cu(t) + 7. Integrating both sides of the inequality
and applying Cauchy-Schwarz,

Z/ CLHdt<(

k€Zx

Z/ VY B(r, 0, 6r) |7 (r, e)dT)

LELx
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XZ/ Z/ A,k — €kt — 00)q(, k — 0, kt — 07))?

kezZ, Y tin gz,
X (1)~ °‘+1+VB(T,€,€7') |7(T, £)| drdt
S H <a{Ea amt>a_fy+1BTHL2L2

xZ/ Z/ Al k — 0kt — 07 (1, k — €, kt — 1) dt

VET s tin k€l tin
x (T) OV B(r, 0, 01) |#(7, 0)| drdt. (6.15)

Notice that

Z/ Al k — 0kt — 07)q(, k — 0, kt — €7)|* dt

kEZx
S D B R Y e N I
keZ, T |
szmj|mmm4¢mwwmom%.
keZ, TER J—00

By the Sobolev trace Lemma B.2, it follows that

Z/ Ak — 0kt — (r)G(rk— Lkt — 0P dt S sup () (V) Aq(r)|2.  (6.16)
keZ, TE(tin,T)

Putting (6.16) together with (6.15) shows that the this contribution can be bounded by the first
term in (6.13).

The contribution from Cg in (6.14), is handled analogously, using (B.9) instead of (B.7). This
is hence omitted for the sake of brevity; see [10] for a similar computation. O

We will also need versions of Lemmas 6.7, 6.8, and 6.9 for F(t,z,v) = 9,f°(v). We will simply
state the version we need; the proof is omitted as it is an easier version of the above.

Lemma 6.10. There holds the following,

|A®) (W) (H o T)0u )|, Sp 0 |AH], (6.17)
and if we define
t —
¢ = [ Hr KWK (¢ = )Pkt )
tin
there holds for any I = (ti,,T),

HACHLg(I;L?) S o ||A7"||L§(1;L2) :

Remark 16. As ¢, ¢, r, and 7 are all universal constants, we may choose pi~ > 12 large enough
and ¢, small enough such that (6.10) is satisfied if we set p as in (6.2) and v(t) = (1 — ¢, )u(t).
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6.3 Estimates on the approximate solution and the consistency error

First, we want to estimate the size of f% in the norms defined by A and B.

Lemma 6.11. Fort € (t;,,ts) there holds the following for Ke <1 and a € R,

[(V)* () AFE ()], Spoa € (6.182)
(V) A= (1|, S ce 2" (6.18b)

Proof. Follows quickly from (B.10), (B.11), and Lemma 6.1 (recall (6.1) for the definition of A).
The details are omitted for the sake of brevity. O

Next, we estimate f in the norms defined by A and B. This lemma, in particular that one
gains in the low norms and loses in the high norms in (6.19) (which is a way of measuring that f
exists only at high frequencies), is one of the crucial ideas behind the proof of Theorem 1.

Lemma 6.12. Fort € (tin,ts), there holds the following for any o > —f/4 and o chosen sufficiently
large relative to R, K, u, and K,,,

() VA |y Soe €I DFe, (6.19a)
() )BT, S mp 7/ 7F, (6.19D)

where a > 1 is given by

2 1
@ = 3G 4 2 2pog + ) KD, ) T 4 2
where K, is defined via the growth factor (5.7), appearing in Lemmas 5.3 and 5.2, K|, is the lower
bound growth factor appearing in Proposition 5.6, and K is the constant in the definition of G
arising in §6.1 (see (6.1) for the rest of the constants). In particular, as both of these constants,
along with r and p, are fixed independent of o, a also does not depend on o.

Remark 17. The fact that a is independent of ¢ is crucial to the proof of Theorem 1.

Corollary 3. Lemma 6.12 implies

770_1/2 H (O 8xt>aApHHLf(t L?) + H<ama amt>aApHHLt°°L2 Soa €_a+1n§(a_1)+m7 (6.20a)

in 7t*§

770_1/2 H <8acy 8xt>meHHL%(tm,t*;L2) + H <8acy 8xt>aBpHHL§°L2 Scr,a 77()_0/5+m' (6'20b)

Proof. Similar upper bounds hold for vf¥ as for f (see Lemma 5.5), and hence it suffices to show
the proof without (v) (recall also Lemma 6.6). Moreover, it suffices to prove the result for f,
(recall (5.1)) as the other contributions are similar. For simplicity, we prove the result for m = 0;
the more general case follows similarly.

By Lemma 5.3 and (6.3) (recall also Lemma 5.1), and (2.9), there holds the following,

— 1/3 _
BFF_ (1, kym)| < elko, o)~ (e, ) e OO i) /2 3(Kome) i ol b

RN K2 (K,) 1/ | |
) > (k, n>fyeu(t)(Ke)1/3<k’n>1/se_é ‘"_WO\e—kal\kL

k
S elko,mo)”° <<0,7?70

€
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By (2.8), (B.10), and (B.11), we have

’ )—1/3

— <k07n0>R K'rln/B(Km (1) (Fe)1/5 13 ) P
BI, (k)| <, €<k0,770>—0+7< > 2 (K00 ¢ =g ln ol =zho 1K,
€

Using the definition of v (see (6.3)) and again (2.9), this implies

—1
o= tsln—mol o~ 3kq k|

\R KNP (KL) Y3 2u(0) K3 (K),) /3
E }

__ ) .
‘Bfer(tak,??)‘ < elky,mo) /44 [ﬂ

Therefore, recalling that § = o— R, by choosing o large relative only to the constants R, K, v(0), K,
and K/, we have the stated result (6.19b) (without the v moment; see above) using that 79 > e~ !
by (2.9) (also (2.8)).

The high norm estimate (6.19a) is similar; by Lemma 5.3 (recall Lemma 5.1) and (6.1) we have,

(AT b,k m)| S el m) =7 @O0 Gy, ) 205 o= i

By Lemma 6.1, (2.8), (B.10), and (B.11), we have

TH 1/3 1/3 _
‘Aff-i-(t, k:,n)‘ So €<k‘0,770>ﬁ_062(“(t)+r)(K6)1/3’70 3EmPm" o= |n—m0l =5 kg ' k],

Therefore, by (2.9) there holds

1/3 — —
VR (K0 48 Quoe ) KV 70 .
] o= 5 ln—mol =Lk Ikl

— . ko,
‘Aff-i-(tvkvn)‘ SU €<k07770>5 [“%

By integration, this implies the stated result (6.19a). O
Next, we want to estimate the error £ arising in (2.11). We divide as follows
£ =Bz +t0)(0, — t.) X + BX(2 + tv) (9, — td,) f¥
+ E* (2 +t0)8, f° + BT (z + tv) - (V,, — tV,) f1
=& +Eu +Ero+Enn. (6.21)

The following lemmas are straightforward consequences of the definition of ¢;,, the product
rule-type estimates in Corollary 2 and Lemma 6.10, together with the estimates on f stated in
Lemma 6.12. Hence, we provide a short sketch of the proofs.

Lemma 6.13. Fort € (tin,t.), there holds for any a € R,

(V) AELL], Saw 272" (6.222)
V) BELLlly Saw e 2 (6.22b)
(V) ALLolly Saw dee™2¢ " (6.22¢)
V) BErolly Saw dee™ 2" (6.22d)

Proof. By Lemma 6.11 and (6.11), there holds

_le—gq
<62€ 26 s

14€ells 5 @) 140" [, (V) AFH(l, S [[(Des t0) Ap" ||, (VDALY (|, 5

which proves the first estimate in (6.22). The other estimates follow analogously and are omitted
for the sake of brevity. O
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Lemma 6.14. Fort € (tin,t.), there holds
IAELk |, < eem2¢ e atiplilomDHt (6.23a)
Bérul|l, < ee_%eiqn_o/sﬂ. 6.23b
2 0
Proof. By (6.11) followed by Lemmas 6.11 and 6.12,
_le—a _ -
lAEully < (&) [ A0 |, I1KV) £7]], < ee™2 e DT,
which proves the first inequality in (6.23). The second follows similarly. g
Lemma 6.15. Fort € (tin,t.), there holds
|AEmlly < & ~ong T
|BEwully S mp*7/**.
Proof. By (6.11), there holds

|4gnall, S & 40" ||, (0222 B ||+ @)]|(0n 0022 428 | [[(7) 457 ,,

which implies the first inequality by Lemma 6.12 (recall ¢, = 19). The second inequality follows
similarly. O

7 Stability of the approximate solution

Now we are ready to make our estimates on g. We will use a variation of the method employed in
[10], however, the norms here are significantly more complicated and we need to localize g to high
frequencies in the sense that g must be very small when measured in lower norms. For convenience,
we will make use of the following short-hand to denote small adjustments to A and B:

Aa(tv v) = <v>aA(t7 V)v Ba(tv v) = <v>aB(t7 V)
Moreover, for notational convenience, for the duration of §7, we will use
P = Pg, E .= E,.

Let T be the largest time T}, < g = t, such that the following holds for all ¢;, < t < T} (denoting
I = [tin, T4]):

up ({6)7/2 1) Asg (1) 2 ) = < 8¢ (7.1a)
1) Azpl 212) < 82, (7.1b)
sup v} Ag ()]l 2 < 8¢, (7.1c)
1(0) Bapll 27,12y < 8¢, (7.1d)
sup (v} By(¥)l = < 8e7/7. (7.1e)

By well-posedness, we have t;, < T, and in since the quantities on the left-hand side all take values
continuously in time, it suffices to prove the following proposition. Proposition 2.3 then follows
immediately.

Proposition 7.1. For K chosen large relative to a universal constant, o chosen large relative to R
and K, e chosen sufficiently small relative to K, R, and o, and Ty < ng, the inequalities (7.1) hold
with the ‘8’ replaced with a ‘4’ and as a result, T = ng.
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7.1 L? high norm estimate on the density

In this section we improve the estimate (7.1b). This is the key estimate in the proof of Proposition
7.1. Define:

t —~
Fo(t k) = _% 3 /t A, O (Ot — ) FE(rs ks — 0, bt — 67)dr
LEL, ¥ bin

t —
Ly / DBt O (0)0k(t — 7)G(r | — 0, kt — £r)dr
tin

2m LeZ
1 t —~ t
T o Z / pt, OW (O)lk(t — 1)g(T, k — £, kt — LT)dT — / E(t, k, kt)dr
tez, ’tin tin
=Lgr+Lr+NL+FE. (7.2)

From Corollary 1, the solution of the linearized Vlasov equations is given by the following,

Pt k) = po(t, k) + t R(t — 7, k)po(r, k)dr. (7.3)

tin

By the estimate on R in Corollary 1 (see Lemma 3.1), we have the following for any ¢ > 0 and
corresponding C(c¢, o) and C’(¢,0) depending only ¢ and o,

t
/ As(t, k, kt)R(t — 7, k)po(T, k)dr

tin

450l < a0+
22

t
/ eRCDIR(t — 7, k) Ao (7, k, k) o (7, k) dr

tin

< | A2p0ll 312 + C(e.0)

L2

< (1+ V3" (,0)) | A2poll 3 2 (7.4)

Hence, for § small depending on o, it suffices to control pg.

7.1.1 Linear reaction term Lp

The primary difficulty is the “reaction term” Lpg which is the interaction of g and f¥. This term is
naturally divided into

t —
Lp=-L% / AT OW (0)0Kk(t — 7)FE (7, k — 0, kt — 07)dr (7.5)
2m ¢ez, Vtin

t —
- —21 > / p(t, OOW (O)Ck(t — ) fH (1, k — £, kt — {r)dr
T t:
VEZ s in

= Lp, + Lru- (7.6)

Estimate of Lp.1:
We estimate Lg.r, first. We sub-divide further to remove the leading order contribution and the
lower order terms (this is done to be precise in dependence on o),

2

T t e
HAg(t)LR;LHi%L% ~ ) / [e > Ao(t, k, kt)p(r, OW (O)0k(t — 7)™ *=ldr | at
keZ, Vlin | p=kt1 7 tin
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' 2
S /: [ GUE K 4 im0, 07, O ()0t — T)e—|kt_erT] dt

kEZ, t=k+1"tin G(r,¢, )

Sy

—~ 2
s eWO=pDEN ROV Gy | ot p(, O)TW (£)Ch(t — T)e—““—“‘df] dt
= Lr,p1+ LRL2, (7.7)

t
/ [W k‘t>5+2€u(7)(K6)1/3<k,kt>1/3 — (e, £T>a+2eu<T)(Ke)1/3<w>1/3]
l=k=+1

where it is important to note that the implicit constant does not depend on y or o.
By Schur’s test, Lp.r1 in (7.7) is estimated via

Lrr1 S \|A2p\|2LgL2 sup  sup / Ky(t, 7k, 0)dr
¢ k€L te(tin,Tx) pjiqq  tin
T
x [ sup sup Z Ky(t, 1k, 0)dt |, (7.8)
ZGZ*TE(ti”’T*)kZZ:I:l T
where,
_ G(tvkvkt) 7 % —|kt—£1|
Kolt,m k) = ey WOt = 7)| e 0, (7.9)

Controlling this term then reduces to controlling the corresponding integral kernels.

Lemma 7.2. For some universal constant Cppy and constant C' = C'(o), there holds

C
sup  sup / Ky(t, 7k, 0)dr < LEL L e (7.10a)
k€Zu t€(tin,Tx) p—py1 /tin K
T Crm /
sup  sup Z Ky(t,m,k, 0)dt < I + C'e. (7.10b)

CE€Lw TE(tin, Th) —py1 /T

Proof. We will just prove (7.10a); (7.10b) is analogous and is omitted for brevity (see e.g. [10] for
what kind of small modifications are necessary). For simplicity, we will restrict ourselves to positive
k, the treatment for negative k is completely analogous. Given a k and ¢, we will divide the integral
into two contributions, resonant and non-resonant:

> / Ky(t, 7,k O)dr = ) / (Ljt—rri<t/2 + Ligt—rr>t/2) Ko (t, 7, k, 0)dT

(=k+1 (=k+1
=7r+ INR.

Recalling (7.9) and (6.1), and applying Lemma 6.3 (using that G is monotone decreasing in time
so that G(t, k, kt) < G(t,k, kt)), followed by (B.10) and the non-resonant assumption:

€ / T _ —IT
Inr Se€ Z / Lit—tr|>t/2 <’€‘> FKe)/3 (k—t,kt—t >1/3</<:t—€7'>e |kt—tr| 7.
(=k+£1

Se Y / Ljpt—pr|>t2(T)E” alkt=trl gy

{=k=+1
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<e. (7.11)

This is consistent with Lemma 7.2 (in fact, we could make this term much smaller).
Turn next to the more subtle resonant contributions, Zr. First, notice that only £ = k 4+ 1 is
present in this term. Hence, from (6.1), there holds

G(t k. kt) _ (T, (k+1)T) race)t/s (rey/3—r(ice) /3 (k1)r) 13
G(r, 0, lT) — w(t, k)
+w(r, 7k + 1))er KR r(K A (r(kt1))

=T + T, (712)

which induces a corresponding decomposition of Zg:

t —~
Tp=c Y / Litri<ejz (To + To) [ (O tk(t — )| e~ =07l dr
t=k+1 7 tin

=1r1 + Ir;o-
For T, there holds on the support of the integrand in Zg.s, for some ¢ > 0, by Lemma 6.1,

T < T(Ke)1/3(k>1/3—%T(Ke)1/3(7(k+1)>1/3 < _CTI/B(KE)1/3|M1/3
2 ~Y € ~Y € )

It hence follows (using (B.11)),

T) —erl/3(KO/3(E/3 _|ki—t
Tra S € Z / 1|kt—€7—\<t/2me er I IR oIkt g
(=k+1"tin

1 ' U i3 (e S —jrt
SE > / 1|kt—ZT\<t/2?e er PR IR ekt =trl g
e=k+1”tin K|

<L

~K
The constant is universal, and hence this is consistent with the first term in (7.10a).
Consider next the first term, Ty, in (7.12). For T} we have, recalling (Ke)'/? < 1,

T < w(r, (k+ D7) ko3 e—eryni/s o WK+ DT) g payry1rs
- w(tk) - w(tk) ’

where the implicit constant does not depend on K or € (recall r is a fixed, universal constant). Turn
next to Zg,;. By (B.10) and (B.11), we hence have the following, with an implicit constant that
does not depend on € or K:

Trg < 1 - ’
Rl e/t. |kt—(k+1) ‘<t/2w( ,(k 1) ) (kf 1)

mn

e—g\kt—(kﬂ)ﬂdT_

Next, we want to separate out the case that e/t < k% and vice-versa. In the former case we do not
need (and cannot use) the presence of the ratio of w’s. Instead, using directly Lemmas A.3 and A.4
as well as the restriction on ¢t and k, we have (with constants independent of K),

t T FOKY/3 (kt— F\1/3 T -
Tralegi<ie S 16thk2€/ 1kt—(k+1)r|<t/2ﬁe (KO ht=kADT) 2 (kt — (k + 1)7)e W=+ UTlgr

in

37



1 t FAY/3 (fet— /3 3 -
glgM,Ksz/ 1\kt—(k+1)7—\<t/2(k+1)6T(K) (kt—(k+1)m)1/3 =3 kt—(k+1)7| g

Therefore, by (B.10), we have (still with constants independent of K),

I Lkt (bt D) 1
Tralegi<pz S g/ Lkt (et 1)r|<t /2 (ke + 1)em 2 M=l < =
tin

which is consistent with Lemma 7.2. Turn next to the case that eXt > k. Here we begin by
applying Lemmas A.3 and A.4, followed by (B.10), to give, with constants independent of K,

¢
wt,kt) (1) _1jp—(es1)r
Tralegisi2 S 15Kt>k2€/ 1\kt—(k+1)7|<t/2mk—+le 2lkt=(k D7l g,

Here we use the key property of w which motivates its design: Lemma 6.2 implies

! E+1) 1 ee1)r 1
Trialegisk2 SleKt>k2/ 1\kt—(k+1)7—|<t/2( K )e alkt=(k+1) ‘dTS e (7.13)

in

with implicit constant independent of € and K. This completes the proof of (7.10a); as mentioned
above (7.10b) follows similarly. O

Using Lemma 7.2 in (7.8) gives (with implicit constant independent of K),

CLr
Lripa < ||A2,0||%§(1;L§) (Tl + C”e> :

Therefore, for K > Cpr 1 and e sufficiently small, there holds

1 2
Lrirpy < 100 14201122 (1.22) »

which is sufficient to control the contribution of Ly, in (7.4) (after (7.6) and (7.7)).
Turn next to Lp,r2 in (7.7), which is in some sense lower order due to the commutator. First,

(K, kt)BT2erMEERIOTE g pryB+2on(m)(Ke)! /(6 em)!/?

< ‘eu(r)(Ke)1/3<k,kt>1/3 I R L R T

+ ‘(k, kt)P T2 — (€,€T>ﬁ+2‘ PHUT) )3 (0 r)1 /3
=Tg +Ts. (7.14)

For T, by |e* — 1| < ze” and the mean-value theorem,

k— 0kt — (7)5/3 S R S et gt
Tc S M(T)(Ke)1/3< N ) (k, kt) B2 (M KO ) u(r) (K3 ket —tr) /2

Ke)l/3 K3 (0.0:)1/3 VKA 3 (et Jet—p)1/3
s ‘<(eT)>z/3<e,eT>ﬁ+2eﬂ< WIPTHEE T b — 0, Kt — ) /3P U TR (7.15)

Similarly, we have

T < (0, 07)PHLenMENHLN g o pr) A58, (7.16)
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Putting (7.14), (7.15), and (7.16) together with (B.11) and (B.10) (recall (6.1)), we get

2
T t 1 1/3 1/3( >
Lo o< (8~ (7)) (K €)1 e ) A 3t —tr| ’
R;L2 S Z/t [ Z /th <€,€T>e w’ | ( EET) (T€)|€ 1 dr d

kE€Zx l=k=+1

2
+ Z/ [ / @ E 2/3 () =p(T)) (K )V /3 (ke kt) /3 <£> |A(T,,41)p(T,0)| e 3|kt— szT] gt
k€Z+ t=k=+1 7) ||

S Lrr2s+ Lrrzc. (7.17)

By Schur’s test,

, , e—ﬂkt—f‘r\
Lriros S € [ Apllz2) | sup  sup Z / 7 dr
kEZx tE(t““T*) (=k+1 tin W

T e—1|kt_h‘
X | sup sup Z / 72(#
L&lis TE(tin,Tx) o—pg1 /T w’

S Al arr2 - (7.18)

This suffices to treat Lg.1, 2 g by choosing € small (relative to o as the constant depends on f3).
The Gevrey term, Lg.;, 2 ¢ in (7.17), is a little more complicated. By Schur’s test,

t
Lizc S € WAl | sww s [ 30 Kattort s

1€ (tin o) K€L Jtin o7
T*
X sup Sup/ ZKg(t,T,k‘,E)dt , (7.19)
TE(tin, Ti) b€2s ST poy

with the kernel

(Ke)'/3(r)!/3 (B =a(7) (K3 kt) /3 =2 [kt —tr|

This term is then completed once we prove the following.

Lemma 7.3. For b € (0, ) (recall (6.2)), there exists some constant C' = C'(o), such that

sup  sup / Ka(t, 1k, 0)dr < C'(Ke)™ 1~ =5 (7.20a)
k€L te( zn,T* I—k+1

T, )
sup  sup Z Ka(t, 7k, 0)dt < C'(Ke) T-35. (7.20b)

0l T€(tin,T) p—py1 /7
Proof. As in the proof of Lemma 7.2, we will prove (7.20a); (7.20b) is analogous and is omitted for

brevity. Let k,t be fixed. Divide the integral into resonant and non-resonant contributions (as in
Lemma 7.2),

Z / Ka(t, 7,k l)dr = Z / (Ljkt—rr<t/2 + Lkt—tr>t/2) Ka(t, 7.k, 0)dr = I + Ing.
(=ht1 0ht1
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The non-resonant term is treated as above in (7.11) and is hence omitted for brevity,
INgr Se.

Hence, turn to the resonant term. As above, notice that the only term present is the £ = k + 1
contribution. Next, on the support of the integrand, the following holds, analogously to (5.12):

b
H(0) — u(r) S ~ s

which implies, for some constant ¢ > 0,

t 1/3 1/3 .

o< [ 1 (K33 (keytrae o123/ — 3|t—tr]

R kt—tr|<t/2™ " 5/3 € .
tin |k7 + 1|

Therefore,

t 1/3/-\1/3 23
105 [ e B i i) < (o)

o k+ 173 S5y 4 T3
t |k + 1 T1/3(K €)3(1-30) tio
This completes the proof of Lemma 7.3. O

Applying Lemma 7.3 to (7.19) and choosing e sufficiently small implies,
Lroc < €llAzpll7zy -

Together with (7.17) and (7.18), this completes the treatment of the Lp.; o contributions in (7.4)
(from (7.6) and (7.7)). Accordingly, this completes the treatment of Lg.7, in (7.6).

Estimate of Lg.p:
Turn next to Lg,y in (7.6). For this term, we apply Lemma 6.9:

HA2LR;H”L§(1;L2) N ”BPHLEB sup )(H(U><V>3AfH(T)H2)

TE tian*

1/2

t
+ sup Sup/ Z K(t,7,k,0)dr
te(tm,T*) k€7 tin =

1/2

T, -
X sup sup/ Z K(t,,k,0)dt
TE(tin,Ty) L€Lx JT keZ,

x || Aap]l 212 ( _sup )H<v>BfH(T)H2> :

where

R(t,mk,0) = (W(e)ek(t - T)( el =) (KNSRt 2 g —e(Ke) M=t h—tr) 3 () g gy — p7)=7,

Due to the small-ness coming from (6.19b), it will suffice to use:
. ) 1/2 - ) 1/2
sup  sup / Z K(t,r,k,0)dr sup  sup / Z K(t,,k,0)dt <ng. (7.21)
te(tin 7T*) k€Zx Jtin Y=/ TE(tin,T*) LELs JT =
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Using Lemma 6.12 and the bootstrap hypothesis (7.1d), we therefore have

o —a. R(a—1)+3 —0/5
”A2LR;HHL§(1;L2)§5 /oe! “o o= +77(%7700/ ”APHLE(I;H)’

Therefore, recalling (2.9), by choosing o such that

0>20+5(a—1)+5(R(a—1)+3), (7.22)
we have for € sufficiently small,

||A2LR?HHL?(I;L2) ,S 64 + 62 HAPHL%H s
which (for e sufficiently small), implies an estimate on (7.6) consistent with the improvement of
(7.1b) desired in Proposition 7.1. This moreover completes the treatment of Lp.
7.1.2 Linear transport term L7
As in the treatment of L above, we sub-divide into low and high frequency contributions:

t P
Lr=—% / L (r, OW (0)0k(t — 7)g(r, k — £, kt — r)dr
2m tez, tin

t f_— —_~
- 2i > / pH (6, OW (O)k(t — 7)g(T,k — €, kt — (T)dT

T tez, Jtin
= LT;L + LT;H.

For the L., term, we may adapt in a straightforward manner the treatment of Cr g in the proof
of Lemma 6.9 to deduce, using Lemma 6.11 and (7.1a),

1 _— 1
lAoLrinlpy e S ce™2 ( sup (1) '° H<v>Agg<t>uLz> <t
te(tinyT*)

which for e sufficiently small is consistent with Proposition 7.1.
For L7,y we may apply Lemma 6.9 to yield,

VALzt gz iz S 1807 |z sup ()7 1) (V) Azg(r)]l,)

ins *)

1/2 1/2

¢ T, B
+ sup sup/ Z K(t, 7, k,0)dr sup sup/ Z K(t,7,k,0)dt
tE(tin,Tx) kKELx Jt;p, ‘ez, TE(tin, Ty ) L€Ls J T ke,

TE(lin 7T*)

X || 420" | 127 12y < sup ||<U>Bg(7)\|2) :

Analogous to the treatment of Lp.p, by Corollary 3 and the bootstrap hypotheses (7.1), this is
estimated via

—a/5 2

LT;H S o e + 60/5—(1-‘1-177(}]3(“_1)4‘5'

Analogous to (7.22), for o chosen large relative only to a and r, we have

”A2LT;H”L3(1;L2) S €,

which is consistent with Proposition 7.1 for € small. This completes the linear transport term L.
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7.1.3 Nonlinear term NL

By Lemma 6.9 and estimating as in Lg,i or Ly, above, using (7.21) and (7.1):

AN sy S 1Bz s ()7 10)(9) Az0(r))
TE(Lin, L%

2
+ 10 ”A2PHL§(1;L2) ( sup H<U>BQ(7)H2>
TE tz’ruT*
< (1 +773) (o/5+2
For e sufficiently small, this is consistent with Proposition 7.1.

7.1.4 Consistency error

In this section we estimate E in (7.2). Recall that the consistency error is given by (2.12). Applying
Lemmas 6.9 and 6.10 together with (7.21) gives

aan S0 ([T A2, + [0V 421 (D],

Z?’L7

||A2EHL2 I;L2) S HBPLHL2

+?78Hf42pLHLg(I;Lz> w (@B O], + @) B ])

(znv

+6HA2pLHLf(I;L2)+HBpHHLf(I;LZ) sup H<”><V>A2JCH(T)H2

(zn, *

i 420 ey _sow 0 BSEE,-

in; *

Applying Lemmas 6.12 and 6.11, together with Corollary 3, then implies

HAQE”Lf(I;Lz) < e—%e*q (E—I-El ané%(a 1)+3) _i_(;e—%e*q +€U/561—an§(a_1)+5

~

Hence, by choosing o large depending only on a and R, similar to e.g. (7.22), we have for ¢
sufficiently small,

|A2(D) B 12 pe S €,

which is consistent with Proposition 7.1.

7.2 Estimate on A(t)g
In this section, we improve the constant in the estimate (7.1c). Let a € {0,1}. Computing from
(2.11), we have (using that —0,w < 0)
2
ST IAD @) < K" [(0) /P A [ — (AW 0), AD (B + 1)0.1°)):

A
— (A()(v"g), At)v* (E(z + t0)(9y — t0:) 7))z
— (A()(v"g), A(t)v* (B® (2 + tv) (9, — t0:)g) )2

— (A(t)(v%g), A(t)v™ (E(z 4 tv)(0y — tD2)g))2 — (A(t)(v%g), A(t) (v*E))2
— —CK,—Ly—Lgr—Lr— NL—E. (7.23)
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Notice that since ¢ < 19, we have by b < 1 (not being very precise),
Alt) S —e M0 S —e T S e
The linear term Lg is estimated via Lemma 6.10, which implies
0 « < 0 a 2 2
) 1AW )2 1Arplly S [GE A g)llz + 6 [[Avpll - (7.24)

By the bootstrap hypothesis (7.1b), this integrates to a contribution which is consistent with Propo-
sition 7.1 for ¢ sufficiently small.

Lol S 0 1AM 92 [ Arll2 <

7.2.1 Treatment of Ly

First divide into low and high frequency contributions:

Lr = (A(t)v*g, A(t)v* (E(z + tv) - (9y — t@z)fL)>2 + (A(t)v*g, A(t)v™ (E(z + tv) - (8, — t@z)fH)>2
= Lp,. + LgH.

The more dangerous is the Lg.;, term. By the computations used to prove Lemma 6.7, we have the
following (also applying Lemma 6.11),

Lrizl S [1A®) (0% 9)l5 [ 4pll, At} (85 — t0:) £,
S €0 1A@ " g)ll 1401l
e(t) A (v g)ll; [1A2pll,

GE 1AW @915 + € || A2pll3

which by (7.1b), is consistent with Proposition 7.1 for e sufficiently small.
For Lp. i we apply (6.11) (also Lemma 6.6),

L] S IIA@) (0% 9) 5 (&) | Aplly | B ((w) F) ||, + &) 1A®) 0 9) |15 |0z, t0a) 2B, [ (V) A ((w) ) | -

Therefore, by (7.1) and Lemma 6.12,

AN N

o —0o o —a R(a—1)42
Ll S Al (7 Aol + e/t =eng ).

Hence, for o sufficiently large depending only on a and R and for e sufficiently small, this is consistent
with Proposition 7.1.
7.2.2 Treatment of Lp

Turn next to Ly, which requires additional work to properly take advantage of the transport struc-
ture. As usual, separate the low and high contributions:

Ly = (A(t)(v*g), A(t)v® (EL(z + tv)(0y — t@z)g)>2 + (A(t)(vg), A(t)v™ (EH(Z + tv)(0, — t@z)g)>2
=Ly, + Lrin. (7.25)

Treatment of Lp,p:
Turn to the low frequency term first. Commuting the moment and derivatives gives,

Lrsr = (A(t)(v7g), A(t) (B (2 + t0)(8y — 10:)(v°9)) )2 + La=1 (A(t)(v7g), A(t) (E* (2 + tv)g))2
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=Lp.p0+ Lr.1,m-
By (6.11) and 6.11, the lower order term is estimated via:
1l
Lrw See 2" AW )3,

which is consistent with Proposition 7.1 for e sufficiently small. Turn now to the leading order term.
In order to take advantage of the transport structure, we use integration by parts to introduce a
commutator. This commutator trick is standard for dealing with transport equations in Gevrey
regularity; see e.g. [31], however, due to G, things are more complicated here (as in [9]),

Lp.;, = (A(t)v%g, A(t) (EL(Z + tv)(0y — t@z)vo‘g) — (EL(z + tv)(0y — t@Z)A(t)vo‘g)>2

2

_ L /A@(k, ) At ) — Atk — €, — 07)
X pE(t, W (0)(n — th)D%G(k — €, — te)dn. (7.26)
Hence, consider the difference A(t, k,n)— A(t, k—¢,n—¢7), which is divided into three contributions:
At k) — Atk — 0,n — tl) = (k,n)PG(t, k,n) [e“(KE)Ua(k’")UB — e“(K€)1/3<k_Z’"_M>1/3]

+ G(t, K, m)et KO (k=tin—t)1/? [<k, 8 — (k— 0, — Wﬂ

+ (k= b, — tO)Per B htln—th P (G |y — Gtk — 0, —t0)].  (7.27)
This leads to three corresponding terms from (7.26):
Ly, = Lr.pu+ Lr,ps + Lr.p g

Analogous to (7.15) above, by the mean-value theorem,

1/3 5/3 . ) ) }
’LT;L,u’ 5 (t> / |A8$‘§(k‘,7])| (k,?7>ﬁG(t, /‘3777) 256)5 (&l;iz/g eu(Ke)1/3(k—Z,?7—tZ>1/3eu(Ke)1/3(z7£t>1/3
— 777 —

X ‘;Z(t,ﬁ)‘ (ke — €,m — t0) 0240k — £,m — t0)| d.

Hence, by Lemma 6.3, (B.5), (B.10), and a straightforward variant of Lemma 6.11, we have for €
sufficiently small,

_ 2
|L7.Lul SKo /375 g5t ‘(V>1/6A(vag)H2 S eCK,,.

Hence, for e sufficiently small, this term is absorbed by the C'K, term in (7.23). Analogous to
(7.16) above, for the Sobolev term L7.1, g, we may estimate as follows, using again Lemma 6.3,
(B.5), (B.10), and a straightforward variant of Lemma 6.11,

R (€,€T>2 KOV/3 (ke tm—tt)1/3
Lo < A ¢ B (K (k= —tt)
ILris| S <t>/\ 059k, m)| G( k) G
x (L, 0t)° (pL(t, e)\ (k — £, —t0)7 05§k — €,n — t0)] dn

ko ce 5 TR | A(ug)| 2,

~

which is consistent with Proposition 7.1 for e sufficiently small.
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The G contribution, L7.r, ¢, is significantly trickier. For this, we employ a variant of a trick
used in [9]. First, we divide based on the relationship between time and frequency,

1 —
Lrig =5 /A(‘);;‘g(t, k,n) (1t<%(Ke)*1/3min(\n|2/3,\n—tf|2/3) Lo (ko113 min(ln\m,\n—tflz/g))

" G(t, k,n)
Gt k—t,n—t)

X = (r, O (0)e(n — th)DG(t, k — £, — t€)dn

—1} Atk — 0, — t0)

LTLG+LTLGa

the ‘ST’ stands for ‘short-time’ and ‘LT’ stands for ‘long-time’. For the short-time contribution, we
apply Lemma 6.4, followed by (B.5) to deduce (again using a variant of Lemma 6.11),

et _%Efq
| T L,G We

(& 8

‘<V>1/6A(v g)H < CK,.

Hence, for e sufficiently small, this term is absorbed by the C'K,, term in (7.23). For the LQLﬂ;TL’G
term, we subdivide into two more contributions:

1 ==
o /Aaﬁ‘g(t’ k’77)11‘2%(Ke)*1/3min(\n|2/3,\n—tf|2/3) (1Ik,€|>10|n,n—té\ + 1\kvé\§10|n,n—t4\)
G(t,k,n)
X
G(t,k—t,n—tL)
X pE(r, OW () - (n — th)9(t, k — €, — t€)dn

LT,z LTw
=Lyt Llrc

| TLG

1| Atk — £, — t0)

On L:LFZZL ¢» We can again apply Lemma 6.4 and proceed as in L%F/;G above to deduce

ey

which for € small is absorbed by the CK,, term in (7.23). Turn now to L;’;ZG, where Lemma 6.4
does not apply. However, we may use the restriction on time to gain powers of 1 or n — t£, which
due to the relative small-ness of k and ¢, is sufficient. For any fixed, small ¢ > 0, we have (using
also (B.5) and a variant of Lemma 6.11),

- (02K
‘LTL G‘ / |A@ (t,k,m ‘ 1 L (K e)=1/3 min(jy|2/? Jn— t02/3) Lk g1<10/n.€] (/3 + (n — te)4/3

x (k= € — t0) \p% 0) AT Gtk — £, — t0) | dn
S e(KepPemi0” e 0! A3,

which for € sufficiently small, is consistent with Proposition 7.1. This completes the L,7, contribu-
tion in (7.25).

Treatment of Lr.p:
Turn next to Lp.g. As in L., first commute the moment and derivatives,

Lrip = (A(t)(v"g), A(t) (B (2 + t0) (9, — t0:)(v%9)))2 + (A(t) (v g), A(t) (B (2 + tv)g) )2
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=Lr.go~+ Lr.gm.
By (6.11) followed by (7.1) and Lemma 6.12 we have
(Lol S 1Al (140™ [l 1Ball, + | Bo™ |, 1 Agll,)
« —a R(a—1) & —o/5
S 1Al (g Vel 05" | Aglly)

Hence, for o sufficiently large depending only on a and R, and that ¢ < 7g, this term is consistent
with Proposition 7.1 for e (and hence 7, ') sufficiently small.

Turn next to the leading order term. As in (7.26) above, we integrate by parts to take advantage
of the transport structure:

L.y = (A(t)v%g, A(t) (EH(Z + tv)(0y — t@z)vo‘g) — (EH(Z + tv)(0y — t@z)A(t)vag)>2
_ % / ATTG (k) (At k) — Atk — £,y — €7)]
x (£, 0)6W (0)( — th)D23(k — €, — te)dn. (7.28)

Next, we expand with a paraproduct decomposition:

1 = I 17 o —

Me2Z
1 . - N o
"o 2 /Aaﬁg(k’ m [A(t k) = At k= € = €1)] pZ2y 5 (8 OCW (€)(n — th) D Gar (k = £, — te)dn)
Me2?
1 - - . o
tor ZZ / ADSG(k, ) [A(t k) — Atk — £, — 7)) phL (£, O W (0)(n — th)0SGar (k — £, — te)dn
Me2

= Lr.g.ur + Lr.g.oa + Lr.a.R-

Consider first Lr.p, 7. The commutator is not useful here and we treat the two pieces separately,

1 = I g o~
Lr.g.ur = 7 Z /A@,‘;“g(k‘, AL, k,n)pk (¢, LW () (n — tk)dy g<ijs(k — €,n — tf)dn

Me2Z
1 _ A . o
+om Dl / ADgg(k,m) Aty k — £, — t0) pih(t, LW () (1 — th) Oy gonays(k — £, — te)dn
Me2Z

_ 70 1
= Lryur + Lrmnr

Applying the same arguments as used in the proof of Lemma 6.7 followed by (7.1) and Corollary 3,
we have

|LOT;H;HL| S (1) Z A g) s Il HAPﬁHQ |‘B(Ua9)<M/8|‘2
Me2Z

S NA@* )y |[Ap™ ][, 1B g)ll,
< A g)|ly e e/,

Using t < T, < 1o, this is consistent with Proposition 7.1 after choosing o large relative to a and
R and then choosing € sufficiently small. The term L%p; g r 18 straightforward using the frequency
localizations; we omit the treatment for brevity and simply state the result:

L] S IA@9, [[0s,t00)20" |, A )y S €/ A 9)]l3
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which is sufficient for Proposition 7.1 for e sufficiently small.

Consider next Lr.p.rm, the term which requires the commutator. The term may be treated
in a manner very similar to how we treated Lp.;, (7.26), let us sketch the small differences. We
sub-divide analogously based on (7.27)

Lrgon = Loy + Lryas + Ly - (7.29)

Using the frequency localizations on the support of the integrand, combining the argument used
n (7.15) with (B.7), there holds the following for a fixed constant ¢ € (0,1) (depending only the
details of our Littlewood-Paley localizations),

‘LT;H,u’ 5 Z /A!(?a k 77 Ke)1/3</<; 0, — €>1/3G(t k 77) cu(Ke)Y/3 (6,0r)1/3
Me2Z

X (k — 0,1 — t0)BpI Hh=tin=tr) /% 5o gm0, — t0)| diy.

o, 0)]

Using Lemma 6.3, (B.10) and that v(t) > cu(t) + 7 in the same manner as in the proof of Lemma
6.7, we have

(Ll S (K1) 3 (00 A0 g |, (9P A g)ae |, | Bo"
Me2Z

S (K90l | (@) awg)| (7.30)

where in the last line we used Lemma 6.12. Therefore, it follows from (7.30) that for e sufficiently
small, we have

Ll £ ) (K [(9)0 40| < 0K, (7.31)

Hence, this term is absorbed by C'K,, in (7.23). The Sobolev term Lp,g s in (7.29) is similar but
significantly easier (and in fact the C K, term is not needed). The details are omitted for brevity.
Turn next to the Ly. g ¢ term in (7.29). This term is treated in a very analogous manner to the
treatment of L7.r, ¢ above. The details are omitted as they are repetitive; the resulting estimate is

t
\LT;L,G\,s(di,;/gu oL, (90 a0m )] + (e B, 147 9) 2

i PP e+ o A )2,

~

which as in (7.31) above, is consistent with Proposition 7.1 after choosing e (and hence 7, 1) suffi-
ciently small.

7.2.3 Treatment of NL

The nonlinear term NL in (7.23) can be treated in the same manner as Ly, using (7.1) instead
of Lemma 6.12 and Corollary 3. The details are omitted for brevity as they are repetitive.

7.2.4 Treatment of F

As in §7.1.4, the consistency error contributions in (7.23) are fairly straightforward. Indeed, from
(6.11) and Lemma 6.10, we have (recall (2.12)),

|E] S () [[A(v 9)llo (HAPLH2 (HB(<”>JCL)H2 + HB(<”>fH)H2) + HB/’LH2 (HA1(<U>fL)H2 + HA1(<U>fH)H2))
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+ 8114 9llz [ A", + &) 1 A9l ([ 4™ [, [ BUo)S ), + 1Bl A1 () F)) -

Applying Lemmas 6.12 and 6.11 gives the following,

BL S moe A g)lly e3¢ (1™ + g D) e A g)

1—0/5 — R 1)+1
ey T A ),
Therefore, for o sufficiently large depending only on a and R and e (and hence 7, 1) sufficiently
small, these contributions are consistent with Proposition 7.1.

This completes the improvement to (7.1¢) claimed in Proposition 7.1.

7.3 Estimate on (V)3A(t)g

We next consider improving (7.1a). The estimate is very similar to the improvement to (7.1c) carried
out in §7.2; the difference is a trick introduced in [10] to get a reasonably controlled estimate despite
the additional derivative. Hence, we will only provide a sketch. As we saw in §7.2, getting velocity
moments in these estimates is a trivial extension of the estimate with no moments, and hence we
ignore the moments in this section for clarity. Computing from (2.11)

S As(0)913 < A (9 As(t)g|” — (As(ha, As(t) (B(= +10)2,5)):
— (As(t)g, As(t) (E(z + tv) (9, — 1) E)
— (A3(t)g, As(t) (B (z + tv)( .)9))2
— (A3(t)(v%g), A3(t) (E(z + tv)(av - taz) )2 — (As(t)g, As(t) (€))2
= -CK,—Ly—Lg— Ly~ NL—E. (7.32)

The linear term Lg is estimated via Lemma 6.10, however unlike in (7.24), here we will use the
regularizing effect of W (as in [10]):

(Ox, 10 ) 0 2 3 2
A S o [Asgll5 +6(t)” [ Azpll5 -
By (7.1b), this is consistent with (7.1a) for ¢ sufficiently small.

The Lp contribution is treated as in §7.2.1 however, we will use the regularization effect of
W again. We omit the details as they are repetitive. Following the same arguments as in §7.2.1,
we have the following, (the two terms correspond to the low and high frequencies of the of f¥
respectively),

Lol < 0| Asgll, Azp

Oy, t0;
Ll S eft) 45Dl | 222122 4,
<al‘> 2
/53 || (O, 10 e
00 1450l (375 | Coted g st

S €2 | 4s)gl Aol
02 145001 (1571 Aapll, + €0/ egte 1)

€
= 1 4s(D)gll3 + ) | Aapll; + €' [ As(t)gll3 + €', (7.33)
( )
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where in the last line we used that o is sufficiently large relative to @ and R as in e.g. (7.22).
Therefore, for € sufficiently, this is consistent with Proposition 7.1.

The Ly contribution is treated as in §7.2.2; we omit the treatment as it is similar.

As in §7.2.3, the VL contribution is treated as a combination of the method used to treat the
latter terms in Lp above in (7.33) and the methods used to treat Ly as in §7.2.2 above. We omit
the details for brevity.

Finally, the contribution of the consistency errors, F in (7.32), is treated the same as in §7.2.4
above. Hence, this is also omitted for brevity.

7.4 Estimate on B(t)p

In this section we improve the estimate (7.1d). As in (7.4) in §7.1, we have by Corollary 1,
1Bl 31y < (1 VBC(€.0)) [ Bapoll sy (7.34)

where p is defined in (7.2). Hence, as in §7.1, it suffices to estimate Bapg in LZ(I; L?).

For simplicity, we are interested in estimating (7.34) without including w in our definition of B
(see (6.3)). Moreover, we want to avoid introducing unnecessary energy estimates into the scheme
laid out in (7.1). We use the estimates of ¢g in the norm A in order to accomplish this.

7.4.1 Linear reaction term Ly
As in §7.1.1, this term is naturally divided into

Z / (r, OW (6)0k(t — 7)FL (7, k — €, kt — £7)dT
t

T (ez, Jtin

Z / p(t, € (0)lk(t — T)f/.ﬁ(T, k— {0 kt —¢r)dr
t

T iz, Jtin
= L.+ Lr.H.

The main difficulty lies in Lp,r. First, by (B.10) followed by Schur’s test we have

2
”BZ( )LRL”L2 IL2 S € Z/ Z / BQ T € ET ‘p T, € ( T)‘e_zkt_éﬂdT] dt
t

keZ, " tin Loe=k+1tin
T ¢ 2
SED / Bo(t, k, kt)—p(t, k)| dt.
ke, ' tin k]
This estimate is essentially losing a derivative, however, we will interpolate against the high norm:
O1/3 1/3
1Bo®) Lt S Y / O RO g 202042 (1, B2 dit
kEZy
=)
-
(50 [ e 2042 o,
keZ, * tin
(/J’l )
-
| X / (OURRO e o) 25420 (1, )
kEZy
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< €@ 1Bopll 73 1A2ol B

~

< 62+2Ta< ‘—(a—w)*—w—w), (7.35)

In order to be consistent with Proposition 7.1, we will need to ensure

20 (B—7)—1 4 20

ST T R e R

which re-arranges to

4 - 2(6+ R)
B=7)" 5B-7)
As p—~ € (B/4 —4,3/4 — 3) this holds for 0 = 8+ R chosen large relative to R and universal
constants (as 8/5 < 2). Hence, for € sufficiently small, (7.35) is consistent with Proposition 7.1.

For Lg, we may use a very similar treatment. Indeed, using the algebra property of B, followed
by Schur’s test and Lemma 6.12, we have

WMMmme/FZ/M%MWWWWWJH
¢ Ytin

kEZ

2+

% Bo(r,k — £, kt — (1) (ﬁf 7 k—ﬁ,kt—ﬁr)‘dfrdt

<620/5 6 Z/

keZ, ”tin

2

Bao(t, k, kt)—p(t, k)| dt.

\k!

From here we may proceed as in (7.35) above, and hence for o large relative to R and universal
constants and e chosen sufficiently small, this contribution is consistent with Proposition 7.1.

7.4.2 Estimate on Ly

Turn next to L7, which we divide as usual into low and high frequencies:

Z / (Olk(t — 7)g(1, k — £, kt — LT)dT
T icz.
Z / (O)0k(t — 7)G(r, k — £, kt — £7)dr
=

= Lr, + L.

Indeed, applying Lemmas 6.9 and 6.11 implies,

2
”B2LT;L”i?(I;L2) S HB2PLHL?(I;L2) (te(st‘_lpT ) H<V>Bz(<v>9(t))\\%2>

1 -
St ( sup |!A(<U>9(t))\\%2>

< L L (7.36)
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Due to the exponential, we may choose e sufficiently small (depending only o, ¢, and the constants
in the functional inequality) such that this is consistent Proposition 7.1.
We may argue in a manner similar to L,7,. Indeed, applying Lemma 6.9 and Lemma 6.12,

2
1BoLrsniliz ez S 11B20" g iy (tegng | u<v>Bz<<v>g>uiz)

6

B=v

2(1-5%5)
5620/5+4< sup ||B(<v>g)||Lz> ( sup IIA(<v>g)IILz)

tE(tin,Tx) te(tin,Tx)

20 (1__3 6
S 62(7/5—1-4E 5 (1 677>6T,ﬂ,'

As above in (7.36) (although it is much easier here), this is consistent with Proposition 7.1 for o
large relative to R and universal constants and e chosen sufficiently small.

7.4.3 Treatment of NL

Applying Lemma 6.9, we have

HB2NLH2L§(1;L2)SHBPI|2L§(1;L2)( sup H<V>B2(<U>9)||%z>+||sz\|%g(1;L2)< sup ||B<<v>g>u%z>

tE(tin,T*) te(tin, *)
y 112 -
S sup B(0)g)l e sup || A((v)g)l[ .2
te(tinyT*) te(tinyT*)
+ 2/ HB2P||2L§(I;L2) )

which is consistent with Proposition 7.1 for o large relative to R and universal constants and e
chosen sufficiently small.

7.4.4 Treatment of F

These terms are treated as in §7.1.4; we omit the details for brevity.

7.5 Estimate on Bg

For these terms we may basically use a much easier variant of the estimates made in §7.2. Indeed,
most terms are treated in the same manner, and here we do not have the additional complications
coming from G, as this multiplier is not included in B (recall (6.3)). As the details are repetitive,
we omit them for the sake of brevity.

This completes the proof of Proposition 7.1, and hence of Proposition 2.3. This, in turn, com-
pletes the proof of Theorem 1 in the case of gravitational interactions.

8 Extension to electrostatic interactions

The main difficulty in the electrostatic case is getting the lower bound on the approximate solution
as in Proposition 5.6. Specifically, if we could take f° = 0, then the proof of Proposition 5.6 would
easily adapt to the electrostatic case. However, the linear problem dominates the evolution of the
critical frequency in the proof of Proposition 5.6 as suggested by (5.15). In the gravitational case,

o1



the sign of the fundamental solution given by Lemma 3.1 is favorable for obtaining lower bounds,
however, in the electrostatic case it is not. To overcome this, we will need our upper and lower
bounds on the approximate solution to match almost precisely near the critical times. To this
end, we will need to choose a slightly more pathological initial unstable configuration. For a small
parameter o € (0,1) to be fixed below depending only on R and p (essentially o ~ p(1 + R)™1),
define the initial high frequency configuration as

cos(nov)
1+ o202

H
in

(z,v) = 1677@ — cos(koz) (8.1)

(ko,mo0)

The Fourier transform is given by

in (Ko, m) = 2me(ko,mo) ™7 <€_a|"_"‘)‘ + e‘“'””‘)‘)

in (=Ko, ) = 2me(ko,no) "7 <€_a|"_"‘)‘ + e‘“'””‘)‘)
i (k # ko,m) = 0.

Notice that this increases the size of the initial condition in H? (by approximately a7 via (B.11)).
We moreover define ff+, ff+, ff+, ff+, analogously (5.1).

The first step, and the most difficult, is deriving the analogue of Proposition 5.6. This is carried
out in §8.1 below.

8.1 Refined upper and lower bounds on approximate solution
As above, for convenience, we define
’ €

€ = —F.
(ko,mo)°

By repeating the computations in Lemmas 5.2 and 5.3 being a little more precise with the radius
of regularity, one deduces the following analogous lemma. The proof is omitted for brevity.

Lemma 8.1 (Upper bounds on approximate solution in electrostatic case). Consider the solution
to (2.7) fH, with initial data f¥(t;,) = f (ti) and the associated density pii. Then for all
0 < k' < K" < « there exists a constant K, such that if we define the growth rate

N, = Floor((Kae)l/?’n(l]/?)),
Yi(no) :=1 k> N

eKano eKqmo eKamo
Yi(no) = (2ot ) . 1<k<N,,
0= (G5 0s) () (5 sk

then the following holds,

|ff+(t, k,?’l)‘ 504,/@”7,.;/ G’Yk(no)e—n/m_no‘e_kal‘k|

-1
(P2 (1, k)| Sawrr € Yi(o)e™ Il a1

analogous upper bounds hold also for f_ and the same upper bounds hold without any growth factors
Yy, for fH, and fI_.
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We next improve the above estimate near the critical times by replacing Yz (7o) by a more precise
growth factor. We record the following identity: let A € (0,1) and y € R be arbitrary,

2 2\
Azl=le=yl gy — 2 Ayl 2R =yl 9
/Re T =T ae T e¢ (8.2)

Lemma 8.2 (Improved upper bounds near the critical times). Let k < &’ be arbitrary. Define

2

K = .

) o= 1 (53)
and the associated the growth factor
Ny = Floor((Kfe)l/?’né/g), (8.4a)
Xi(no) =1 k> Ny, (8.4b)
EKfT]() erT]Q erT]()

X = 1 <k< Ny 8.4

= (5) - () (55 SR B

There holds for 1 < k < ko,

‘p++ t,k‘)‘ Sakr! s e’Xk(no)e""'"O‘kt\,

and

(ff+(t7 k, n)( St € X (mo)erlmo=ml,

This implies similar upper bounds on fH_.

Proof. The argument is a variant of Lemma 5.2. For the duration of the proof, we use:
pi=piy

As in the proof of Lemma 5.2, we consider the solution first on the time interval [t;,, T], where T
is the largest time such that the following holds for all ¢ € [t;,,T], for some small § and large C
chosen below depending only on universal constants,

|6(t, k)| < (1 + 8")Ce Xy (mg)e 0=+, (8.5)

We propagate (8.5) to t, = 1y with a bootstrap argument. In particular, we next prove that for
t < T, then for e sufficiently small, we can proof (8.5) with the § replaced %5’. As above, by (5.6)
and Corollary 1,

erlno—kt|  grlno—kt|

PR Sy < S (f++ tin, K, kt)(

—i—eZ/

(=k+1 7 tin

eflno— kt\ _
P O | W Okt = 7)| e ="l ar

+\/5/ e~ k(=) )€ = ‘f k kT)‘ dr
Xk i Lin,

eflmo— kt\
+ eV Z / e~ lk(t=7 |/ p(s E)EW(E)]{:(T —s)| e Pl dsdr

{=k=+1
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4
=> R, (8.6)
=1

As in Lemma 5.2, upper bounds consistent with an improvement to (8.5) are deduced on R; and
R3 from the bounds on the initial data (for C' large). Turn to Rs, the leading order term. We will
make the resonant region slightly more precise:

tk eﬁ‘no_kt‘ —
Ry = 6/ 1|Uo—kt\<6’no/kﬁ Ip(r, k +1)] ‘(/ﬁ +DW(k+ 1)k (t - T)‘ e W=l dr + Ryvg
tpi1 k\To
= Ro.p + Ra,NR- (8.7)

Consider first the non-resonant region, which we sub-divide further:

b ermo—kt |\ 5(r k + 1
Ro.nr = 6/ 10 —kt|>5mm0 /K :
.~ [n0—kt|>d"n0/ X, (o)

) ‘(k + )Wk + 1)k (t - 7)‘ e Ikt= (k4 1)7] g

klno—kt| |5 .
—I-E/ e ’p(7'7]€+1)’ ‘(/ﬁ—l-l)W(/ﬁ—l-l)k (t_T)‘e—|kt—(k+l)T\dT
(tin )\ kng X (n0)
. t M Ip(r,k — 1) ‘(k: — 1)W(k; — Vk(t — T)‘ o kt=(k=1)7| 7
tim Xk(M0) ’

3
_ § : %
- R2;NR'
i=1

For R%; ~r We use Lemma 8.1 to deduce for e sufficiently small,

tg T " _ _ _
Rhxn < cYi(mo)e L, oo / k<_+>1€—n o= (k1) =kt = (k1)1 g,

12
o o _ 1 _
566'Yk(770)ﬁ€(“ K)o ktlno—kﬂz«i'no/k/t o= (1=~ k= (k4 1)) g
k+1

th+1

/
5/@,/@”,5’ €€,

which is consistent with an improvement (8.5) for € sufficiently small (fixing x ,x”, and &' first,
and then choosing € small). The treatment of Rg; N is similar as on the support of the integrand,
mo — (k+1)7| 2 #%5. Hence this term is omitted for brevity. The Rg’; ~Ng term is also similarly

bounded, using that |kt — (k — 1)7| > 7 > t;;, = €7 on the support of the integrand. We omit the
details for brevity.

Turn next to the resonant contributions in (8.7). Using (8.5), we have for some C’,

(146")C Xp11(m0)
E+1  Xi(no)

/(1—1—5/)0 Xk+1(770) /tk e | (1
— ]_ _ / k, K|No T Td
T X1.(10) no—kt|<8'no/k - (10 T)e e -

! /(1 + 5/)0 70 Xk+1(770) —k|kt—no|
toele = k+ 12 Xu(mo) - :

Consider the integral in the leading order term:

g
e‘“'kt_nO‘RzR < e / Lokt <srmosk (Kt — kT) e~ rlno—(k+1)7| —|ki—(k+1)7| 7

tet1

(8.8)

t
/ K (o — Jor) e Flmo~ Gt )l o=kt (k1) g / (o — ko) e RImo— (b D)7l =kt —(ke4 )7 .-

tk+1 R
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_/ (1o — ko) e KImo— (1) = k= (k4 17l g
R\Ip41,n
(8.9)

The second integral is bounded using that, since |1y — kt| < &'no/k, there holds on the support of
the integrand

[kt — (kb +1)7] > no — (k + 1)7| — [kt — mo| 2 = =

and hence for some universal ¢ > 0,
/ (o — k) e rmo= k)7l o=lkt=(k+1)7] gp < et
R\Ik+1

which can be made arbitrarily small by choosing e small, since &k < Ny. Turn to the first term in
(8.9). By the identity (8.2),

el 1 1o k _ et
— kor) e Rlmo— (k1)) = (ke D)7 g / _ T —
/R(”O T)e kel Jo\k+r1 k11 )¢ ° y

o ( 2 e—nkt—no|_2_“e—|kt—no>

:(k+1)2 1— k2 1— k2
k
__ —kls| o~ lkt—no—s| g
se e S.
(k+ 1) /]R

Using that we are considering |kt — 19| < 0’2, the latter integral is bounded via:

k k
v —kls| = lkt=mo—s|gg « " —Hlno—kt/ —(1=k)|kt=n0—s| 4
(k:+1)2/Rse © S—(k+1)2e Rse 5

<50 —rlmo—kt|
(k+1)2

Therefore, for ¢ sufficiently small depending only on &, we have

2
— for) e—rlmo—k| = kt=(k+1)7| g o __"IO —#|kt—no|
/R(no T)e e T_(k+1)2 T3 ) ¢

Putting everything together, for ¢’ sufficiently small depending only on &, we have from (8.8),

2 Xpt1(n0)
1— k54 ) Xi(no)

RQ;R§C6/(1+5/)( ) <

GRS AT
Tl

Cé(1+ %5’).

Therefore, by choosing

K — KP4

P S —
1— KP4 -2k

we can ensure that R.p satisfies the desired improvement to (8.5) with some room to spare (de-
pending only on k) for the other error terms.
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Finally, turn to R4 in (8.6). We have

T eflno—kT]

< e~ (1=r)|k(t=7)] -
4 6\/_ Z / < tin Xk(770)

l=k=+1

p(s, E)EW(Z)IC(T - S)‘ e"kT_sts> dr.

By repeating the same arguments we made for Ro.r, we have

2\ X ekt
Ri< Vo | e mIMenloda o) o +°1) <1_H5/4> )’;:(17(7;7;)) kt=ml g,

tzn

Hence, for 6 = € small relative to ¢’, this is consistent with the stated improvement to (8.5). [

With the enhanced upper bound near the critical times, we may now deduce a significantly more
precise lower bound than we derived in the gravitational case.

Proposition 8.3 (Instability of second iterate system in the electrostatic case). Define the constant

2

K’ = . .1

Hom) = (5.10)
Define the growth factor
ko := Floor ((K}e)l/%é/‘"’) , (8.11a)
Xé(?’]()) =1 k > k(), (8.11b)
eK':mo eK'mo eK'mo

Xi(no) = | —L— |-+ ! ! 1< . 11

k(10) <(1<;+1)3> ((ko Ve W <k<ko (8.11c)

For all k < a < 1, then for all € sufficiently small (depending on K and o), there holds
[P (18| = € X (o)™ R — /514X (g0,
and

‘f/.gi_(t, k,q’,)‘ > E/X]/g(TIO)e_amo_n' _ 6/51/4Xk(n0)e_,4‘,70_m7

where Xy, is given in (8.4) above. An analogous lower bound holds also for f7_ by symmetry.

Proof. The proof is a variation of that used in Proposition 5.6. The short-time lower bound is the
same as in Lemma 5.7; we record the result for completeness but omit the proof for brevity.

Lemma 8.4 (Short time). For all v > 0 and t;, <t < ty,, there holds for all k,n,
fjﬁ(’fv ko,m) > e'e=en=ml _ ¢v¢ e=rIn=mol
Next we will propagate lower bounds through the critical times. For notational simplicity, for
the duration of the proof we simply write f := f f . and p = pf 1. Assume that the following lower

bound holds for 3 < k < kgp:

‘f(tk, kﬂ?)‘ > X (no)e’eIm=ml — X (o)1 4 e rIn=mol, (8.12)

o6



Lemma 8.4 implies that this holds for £ = ky. Proposition 8.3 then reduces to proving that (8.12)
implies:

Flte1, k= 1,m)| > Xp_ (no)e'e =m0l — X (1g) 61/ 4€ e~ rIn=mol, (8.13)

The k = 2 case is analogous and is omitted for brevity (though we are interested in f(t*, 1,7) in this
case; see Proposition 5.6 for similar details). Unlike the gravitational case, through each critical
time, the Fourier transform near (k,7o) flips sign. The first step is to prove that near the critical
time, the critical density is large. By Lemma 3.1, over I} ,, the critical density mode satisfies

Pt k) = fltp k kt) — V6 sm(\/_ 5(t —7))e M) F(ty k. kr)dr

tg
t
—e > / P, OO (O)k(t — 7)e” k=l gr
(=k+1
—eVs Z / sin( ))e_th_T)/ ﬁ(s,f)ﬁ/W(E)k:(T—s)e_“”_gs'dsdT
(=k+1 b

|
.M%

I;.
Jj=1

The main difficulty here is that the second term, I, which arises from the effect of f°, has the
opposite sign from the leading I7 term. This removes the monotonicity available in the gravitational
case, and hence we need to use the upper bound to control I, rather than the lower bound (8.12).
Suppose that f (tg, k, kt) is positive near kt = 1; the negative case is treated analogously. In the
positive case, we are interested in getting a lower bound on the linear term I5. Using the improved
upper bound in Lemma 8.2,

t
L] < V3 [ e lklt=D) (tk,k,kr)‘dT
ty
t
t
< \/ge'Xk(no)e_“‘"‘)_k”. (8.14)

The I3 and I, terms involve only non-critical frequencies, and are hence easily bounded. For
example, in the integrand in I3, we have |kt — (7| 2 7 > t;, = € 9. Hence, for e sufficiently small,
it is straightforward to obtain an estimate such as

|I3] < e€e™rlmo—ktl, (8.15)

To treat I; we note that on the support of the integrand, either |k —/¢s| = 7 > t;;,, = ¢ 9 or
|k(t—7)] 2 t > ti;, = € 7 and hence a similar estimate is valid. Putting together (8.12), (8.14),
and (8.15) (and the corresponding estimate I4). deduce the following lower bound on the density
for some C' > 0:

p(t, k) > X (o) et=ml — (51/4+C\f) X (170 e~ Ikt=mol, (8.16)

Turn next to the distribution function for f(tx_1,k — 1,7):

-~ th—1 -
flte—1,k—1,n) = —e/ p(r, k)EW (k) (n — (k — 1)T)e—|n—k—r\d7_

ty

o7



tk—1

+ fltek—1,m) =6 ik — 1)k =)Wk —1)(n — (k — 1)7)e”I=¢=D7lgr
12

te—1 A

- e/ Ak —2)(k — 2)W (k — 2)(n — (k — 1)7)e I~ *=27lgr
122
3
=T1c+ Z (“:j.
7j=1

As in the gravitational case, the growth comes from the leading term and the others are error. The
error terms &; involve only non-critical contributions and are hence easily estimated in absolute
value to be consistent with (8.13) as in Proposition 5.6 above; we omit the proof for brevity as it is
the same as in the gravitational case.

We next divide the contribution from the critical mode more precisely into frequencies near 7,
and those far away which should not matter. Hence, for any ¢ > 0, set

th—1 .
o= _E/tk <1\n—nol<5’%0 * lln—no\z&%o) P k)kW (k) (n — (k — 1)r)e” "=+l dr
=TIo + IR

Similar to arguments in Lemmas 5.2 and (8.2), the Iév R terms can be made arbitrarily small, and
hence this treatment is omitted for brevity (we will need to choose e such that these are small
relative to o and k).

In the former case, it follows that the kernel is strictly negative, and hence by the lower bound

(8.16),
— te—1
e < _EkW(k)ln—no|<5f%°X12(no)6’/t (n— (k= r)eelkrlekr=mlgr
k

— th_1
+ ekW (k) (6Y* + C\/S)Xk(no)ell|n—no|<6f%0 /t (1 — (k — 1)7)e k=m0l g=ln—hrl 4
k
T (8.17)

The last term is error, but it must be dealt with in a manner similar to the leading order term in
the proof of Lemma 8.2. We have the following for some C’ > 0, analogous to methods in the proof
of Lemma 8.2,

(zgl‘ < 20V 4+ CVE) X)L i /R (0 — (k — 1)7)e=kr=ml ==kl g

0875 (0 + VE) X e,

Applying the identity (8.2) similar to above,

1 k—1
/(770 — (k = 1)7)e"lkr=mle=In=kl g — %/ <% - s> e~rlslemln=mo=slgg
R

_ M0 (2 klnmol _ 25 ol
k2 \1— k2 1 — K2
— % Se_“|5|e_|77_770_5‘d8‘
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Similar to the above computations, the latter integral is bounded by the following, using that
’T, - 7]0‘ S 6“7_07

kE—1
ro- —rlslg=In=m=slgg < 5/7 —#&lno—nl
2 / o R0 k+1)2°
Therefore, for ¢ sufficiently small, we have, for some C’,
2
7| < . an 5 (@Y1 + VO Xa(m)e + 'Y —5 (011 4 OV3) X (mo)e'e I,

It follows that for § and ¢’ sufficiently small, we have (recall (8.4)),

1

which is consistent with (8.12). Note that the other error terms must fit within the gap of 1— W,
which will necessitate choosing ¢’ and e small.

Consider now the leading order Ié’o term (recall (8.17)). By (8.2), we deduce on the support of
the integrand that there holds for some C’ > 0, (using that |n — no| < d'no/k),

T
/ k—1 (77 _ (k,’ o 1)T)e_a|17—k7—‘e—|k7——170‘d7_ 2 770/ e—a|17—k7"e—|k7'—770|d7_ 0/5/ Tlo

th R ke
o 2 —aln—mo| 2 —|n—no] 7o — [n—mno|
—ﬁ(l_age aln no_l_a2e n—"no —Céﬁe an—rno
770 2 —a\n—no| _ C’é’@ —a|n—mno|
> k2 —1 T k2€ .

Hence, for ¢’ sufficiently small, there holds

2
I’ < - E,jg? ( >Xk(770) b=l 4 "'y ];730 ! (10) €' e=eIn=ml

By the definition of X} _,, this is consistent with the the desired lower bound (8.13) (for ¢’ sufficiently
small). As all the terms have been dealt with, we may propagate (8.13) and complete the lemma. [
8.2 Proof sketch in electrostatic case

Let R be fixed. The lower bound in Proposition 8.3 implies the following from Lemma 5.1,

H € 7 N\1/3,1/3 - B
‘fﬂr(t’l’n)‘ S (ko 770>”(K’6U0)1/263(Kf5) o el
’ f
1/4
st/ 3K g )Mot/ o] s18)

— e
(ko,10)7 (K peng)/?

We choose 19 to satisfy

€ 3(K, 6)1/3771/3 R
We® = o)

In order for (8.18) to yield a useful lower bound for | — 1| < o™, we will need

- : 1/4 -
/ ! —63(K}€)1/3778/3 > 76 / eg(Kfe)l/Sné/J.
(Kjeno)t/? (Kyeno)'/?
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Using the definition of 79, this becomes the requirement:

Ky

1/3
(ko,m0)" §1/4 ((K}€U0)1/2(k0,770>R> (7})

>
€ (K peno)t/?

€
Recall that §'/4 = €?/* for some p € (0,1). We can choose a and & in order to make Kf(K})_l
arbitrarily close to one, and therefore for any fixed p and R, we can subsequently guarantee this
condition by choosing 1 > o > k > 0 (depending only on p and R) and then choosing e small
accordingly. It follows that we have the analogue of (2.16) in the electrostatic case. As in Proposition
2.4, Theorem 1 will follow after the analogue of Proposition 2.3 is proved. However, the proof of
Proposition 2.3 will not really be affected. We may first fix p and R, then k and «, then K, then
o (depending on R, «, and K through a via requirements such as (7.22)) and then finally € small
with respect to everything. Hence, after slightly more careful parameter tuning, Theorem 1 follows
also in the electrostatic case.

9 Proof sketch for Theorem 2

In this section we briefly sketch the proof of Theorem 2. We essentially need only to apply the
scheme of [10] with the norm A built on G in order to handle the echoes in an optimal way (although
the introduction of G adds additional difficulties that must also be dealt with — in particular the
commutator estimates employed in e.g. §7.2.2 above). Indeed, we will propagate the same estimates
as in [10], except with A:

[ (V)PA®)f|| 12 < 8et)®, (9.1a)
[(w) (V) At)p| 2 < B¢, (9.1b)
[(0)A(t, V) fll 12 < 8e, (9.1¢)

where we set 8 > 3/2 fixed and arbitrary. To get intuition for why such a scheme follows easily
from our methods, consider a paraproduct decomposition of the nonlinear term:

Of+E(t,z+tw)0,f°+ NLyy+ NLyp + NLr =0,
where

NLpg =Y E(t,z+tv)<n(0y —10:)fn.

Nea?
NLyr = Z E(t7 z+ tU)N(av _ taz)f<]v,
Ne2?
NLg = Y E(t,z + to)n(dy — t3) fon = 0.
Ne2?

The techniques used to treat the term E¥(t, z +tv)(9, — t0.) f in §7 will easily adapt apply to treat
N Ly, and techniques used to treat the term FE(t, z 4 tv)(d, — td,) f* in §7 will easily adapt apply
to treat N Ly, (the remainder term is much easier). There are a few minor adjustments necessary.
First, in the proof of (9.1b), we will need Remark 15, as now the “low frequency reaction term”
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will involve interactions with a variety of low spatial modes. Second, when treating N Ly in the
proofs of (9.1c¢) and (9.1a), the commutator estimate involving G will give terms of the form

1/3

o lea

2
K2/3(t) 2’

which require choosing K large in order to absorb with the corresponding C'K, in the analogue of
e.g. (7.23). We omit the details as they are an easy variant of the methods of [10] mixed with ideas
from Proposition 2.3.

A Properties of w and GG

This section borrows techniques heavily from [9], however, we need some refinements due to the
sensitivity of the proof on K and e.

We first deduce properties on @ and extend them easily to w from there. The first lemma
confirms that the growth of @ is similar that of the growth factors in Lemma 5.1.

Lemma A.1. Lemma 6.1 holds with w replaced by w.

Proof. Without loss of generality, assume for simplicity that n > 0. Counting the growth over each
interval implied by (6.5) gives the exact formula:

so - () () - (59) - [5]

The result then follows as in Lemma 5.1. O

To continue, we will need the following simple technical observation, from [Lemma 3.2; [9]].

Lemma A.2. Let &7 be such that there exists some o > 1 with L |¢| < |n| < «|¢| and let k,n be
such that t € Iy, and t € I, ¢ (note that k = n). Then at least one of following holds:

(a) k =n (almost same interval);

(b) [t = = ﬁkﬂ and ‘t_ %‘ > ﬁf—i (far from resonance);
(c) In—&| 2a % (well-separated,).

Next we prove the following lemma, the analogue of [Lemma 3.5; [9]], which controls how much
w(t,n) varies in 7.

Lemma A.3. There exists a universal 7 > 0 such that the followings holds (with implicit constant
independent of K and €),

=

(t777) < eF(Ke)l/S\n—f\l/g < ef(K€)1/3<77_§>1/3.

w(t,§) ~

Proof. Switching the roles of £ and 7, we may assume without loss of generality that |£| < |n| and
instead prove

e—f(Ke)l/sm—ﬂl/S S w%% S e’:(KE)l/S\"—fP/S, (A1)
1

=X
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If |€] < |n|/2, then (A.1) follows from Lemma A.1. Therefore, for the rest of the proof, we assume
that 7,£ > 0 (without loss of generality) and n/2 < ¢ <n.

For t > 2n, w(t,&) = w(t,n) = 1 and hence the lemma follows.

In the opposite extreme of the ¢ before the critical times, t < min(tN(n)m,tN(g),g), then by
Lemma A.1, there holds

=

Iy

(t,f) ~ <Q> eﬁ(EK)1/3(n1/3_£1/3)
(t.n) \¢ ’

which implies (A.1). If 26 < ¢t < 27, then, since w(t,n) is non-decreasing in time and w(t,§) is
constant for ¢ > 2¢,

w(t,§)
w(t,n)

By similar reasoning, if ¢y )¢ <t < (), then

w(2€,¢)

b= w(2E. )

<

£,
—~
~
=
™
M
I
N—

§

Therefore, (A.1) reduces to the case max(ty(e)e,tng),) < t < 26 < 2n. Define j and n such
that t € I,,,, and t € Ij¢. It follows that n ~ j < n. We proceed case-by-case depending on the
relationship between j and n.

Case j =n:

First assume that ¢ € Iﬁn N Iﬁf. In this case, from (6.5),

Bt ) 13\ 22 \? (n—1)3 > n3 14 Ke ‘t
w == — ) .. Qpp— |t —
1 Ken Ken Ken Ke€ i

< w(0,¢&) ~ <77> eﬁ(EK)l/S(nl/S_gl/S)‘
n

)

n
n
3
n

BN/ 28 \* [(n—13\> n? Ke
o(t == — | ... 1 — |t =
#0.9= () (7ee) = (") e (1o = 3]):
which implies
K
B(t,€) (77)2” Lt an el |t =5
'lD(t,T]) § 1+an,n%|t_%‘.
First notice that for some ¢ which does not depend on K, €, &, or 7, there holds for some ¢ > 0,
2n A\ 2n e 2(Ke€)B
| < (ﬂ) _ <1 N 77_5) < <1 N 77_5) < e Keln-E)/*, (A2)
3 3 3
Second, write
Ke 3
L+aness1t—5 Ke 19 n Ke 19
! e ; §1+ak7§— t———‘t——‘+—t——|an,n—an,§|
+ any e |t — 1 n n n n n
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3 3

Ke

Ke n n
<1+—|77—f|+ﬁ

Ken Ke

§1+F|77—f|-

Note that the implicit constant is independent of K, €, and n (recall we assume Ke < 1). We
similarly have

1 1—|—ak5K
<
L+ 8 np— ¢ ™ 14 app i

wIJ EaiTa

t—

Therefore (A.1) follows, completing the case t € I,Ijn N Ifg.
The case t € I,ﬁn N Ifg follows analogously. Turn next to the case ¢t € I,fm N Ifff. By (6.5), we

have
w(t,f)_<ﬂ>2n<1+a Ke t—§‘> <1+b ke t—QD
at,m) — \€ BT ol

The first factor is controlled via (A.2), whereas the second two factors is controlled using % <t<

to deduce that
K K K 2
n n n n n

Therefore, (A.1) follows. This completes the case j = n (the case t € I; R gy L ¢ is ruled out by

§<n).
Case j=n— 1:
First consider the case t € I ﬁ[ n—1.6 which is the case in which n and £ are close enough together.

In this case we have from (6. 5)
a(t,8) (" (1) Ke A -
w(t,n) (E) < Ket [“b" M D <K677 [““m V“\D '

We now apply the trichotomy, Lemma A.2. If (b) in Lemma A.2 holds, then it follows that (still
with implicit constant independent of K and ¢),

w(t, €) . <Q>2(n—2)
w(t,n)  \§ ’

and we conclude as in (A.2). If, on the other hand, Lemma A.2 (c) holds, then

@Q(H) JIEE @Q(H) <i§n> (IZ?) < (E)Q(H) (Keln—€)?,  (A3)

and the result follows from (A 2).
Finally, note that if ¢t € I oy then t, 1 ¢ < <landifte I " 1.6 then 1 < tp—1,- In either case,

RIS

i &
n

it follows that % <n—¢&, and we may conclude as in (A.3).
Case j <n—1:
It follows immediately that % <n—¢, and we may conclude as in (A.3). O
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Lemma A.3 and the definition of w in (6.6) immediately imply the following.

Lemma A.4. The following holds for all n,t with implicit constant independent of K and e,

w(t,n) ~ w(t,mn).

Lemma A.4 then implies that Lemma A.1 proves Lemma 6.1 and Lemma A.3 proves an analogous
statement about w.
Next, we prove Lemma 6.2.

Lemma 6.2. By Lemma A.4 it suffices to prove Lemma 6.2 with w replaced by w. Suppose that
TE II§+1 s Then,

w(t,kt)  k? 1 w(te—1.kt, kt) _ < k2 >

o k+1)3 k
w(r,kt)  Ket (Kek)t <1+ak+1,mk%i‘7—k—j1‘) w(t ke, kt) Ket

Suppose that 7 € Il£+1 p- Then,

3
w(t, kt) :< k ) <1+bk+l,kt Ke ‘T_ kt D w(ty—1kt, kt)

w(T, kt) eKn E+1 k+1 w(t, kt)
B\ Ke
< 1+ —=|(k+ 1) —
<(ge) (1+ 3 G =),
which completes the proof. O

Next, we prove Lemma 6.3.

Lemma 6.3. First, note that

G(takan) (t 6) T(KE )V/3|p—g 3
Gl k.6 = ()

from which the result follows by Lemmas A.4 and A.3. O

Ke)l/3|k—e'/3
+ e (K P k—t

Next, we prove Lemma 6.4; the proof is a variant of [Lemma 3.7; [9]].

Lemma 6.4. First, suppose we are in the case t < 2(Ke)~/3min(|n/*?,|¢[*%). Due to the assump-
tion on t, G(t,k,n) = G(0,k,n) and G(t,¢,£) = G(0,4,¢).

If |n*3 + |3 + [k[*3 4 10)¥3 < (Ke)=2/3(k — 0,1 — £), then Lemma 6.4 follows from Lemma
6.3 and so without loss of generality we may assume that

<k—e,n—s>s“fggo (InP/* + |2 + [7* + 7). (A4)

Begin by applying

e KOO (w(t, )t — e KOO w(r, ) !

er(Ke)1/3 1/3( (t f)) —|—e" (Ke)l/3(0)1/3
eT(KE)1/3< >1/3 . er( 6)1/3< >1/3

eT(K€)1/3 1/3( (t g)) 1+6T(KE)1/3<£>1/3
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=T, +T. (A.5)

Case 1 |k, ¢| < |n,&| < 101k, {]:
Consider first Ty, which follows by |e* — 1| < ze®,

Ty < |er BB 3—01®) _y < (K3 —¢) (KO3 h—)1/3
- N < >2/3
(K6)1/3<k € n— §> T(KE 1/3(k €>1/3 (AG)

S 0 07 1 (. €7

which suffices.
Consider next T,

CT(KE)US(ml/S('w(t,7’1))_1 - 7"(Ke)1/3 1/3( (t 5))
er (KO (w(t, €)1
’LU(O,&) (K )1/3(<77>1/3 (&) 1/3 ‘ 0,6) ‘
e\ e —1 —1f. A7
w(0,7) ‘ (0,n) (A1)

The first term in (A.7) is treated using |e” — 1| < ze® as above, and Lemma A.3 (and Lemma A.4),
for some ¢ > 0 we have,

T, <

IN

(KO0 | (KO3 —€) c(rwo/m-g/a
(n, €)%/
- (Ke)'3(n—¢) K3 (m—g)1/3
(n,€)2/3 + (k, £)2/3

The second term in (A.7) is a little more subtle. Using Lemma A 4,

w(0,n)
d
‘w(oaf) ‘/z<1 w(0,m +2) —w(0, + 2)) dz
(0777+ Z) ‘

< - -

- /|z§1(p 50,6+ 2) 1|dz

< w(ovn + Z) _ '

~ oo | B(0,€ T 2)

By (A.4), we have |[N(n+z) — N({ + z)| <1 forany z € (—1,1). Consider first the case N(n+z) =
N(&+ z). By (A.4) and the definition of N in (6.4), for some universal ¢ > 0,

‘man+@_1“<m+|yN“2_l

w(0,& + 2) n+ 2|

iy — o\ 2N(+2)

(s ey
7+ 2|
<ON(+ 2) log( !5—1—2\ \77+z]> e2N(n+z)‘log<1+\5+TT\71\£+z\>‘
- [+ 2|
< 2N+ 2) [0 =& 2nmea it
I+ 2|
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o (Ke)'n—¢ (K13 (n—g)1/3
nf*/*

- (Ke)'/3|n — ¢ (K3 n—g)1/3
(0, €)%/3 4 (k, £)2/3 7

1/3 1/3

which is sufficient. If on the other hand, N(n + z) = N(£ + z) — 1, then necessarily |¢|
and it follows that

‘% —1‘ . ‘<\’§ij,>2m£+2) <%>2_1‘

> ||

ST S
g It e el ) - (Ve + )
”<$gggTZJ£L5ﬂK#BW%ﬂB+(NE%E5W“Kdé+@ﬁ_den+@F‘

which is also sufficient (recall that 1 < |n| < [£] here). The case N(n+z) = N({+ z) + 1 is handled
analogously and is hence omitted for brevity. This completes the case 5 |k, | < |n,&] < 10k, £).
Case |k, ¢| > 10|n,&|: In this case, recall (A.5) and write

e BB (4, m)) 7L — er(BOYHEVE (4, €))L er (K3 E)E _ r(Ke)/3 ()13

er(Ke)l/3(e)1/3

er(Ke)l/3(e)1/3

The second term is treated as in (A.6). For the first term, we use that (A.4) implies |k| ~ |¢| and
that [¢| > 1|n,¢| to deduce from Lemmas A.4 and (A.1) to deduce that there exists some ¢ > 0
such that

TS (y(p, ) =1 — er BV (1, €))L
er(Ke)l/?’(Z)l/S

< o—e(KV3(0)1/3 < 1 L ORMONE
~ ~(Ke)3 |

)

which is sufficient. The case 10|k, £| < |n,&| proceeds in an analogous way and is hence omitted for

brevity.
Finally, note that the case |k, ¢| > 10|n, | does not require the restriction on time, and hence
Lemma 6.4 holds under only this hypothesis as well. O

We prove the moment estimate on GG, Lemma 6.5.

Lemma 6.5. Differentiating G we have

T<77>1/3 1/3

0,G = —r ot LG .
3()>/3 w(t,n)  w(t,n) w(t,n)

) erim

By the convolution (6.6), there holds

|Opw(t, )| < sup w(t, k,§).
56(77—1/47774‘1/4)
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Therefore, Lemma 6.5 follows from the observation that

sup w(t, k, &) Sw(t,k,n) < inf w(t, k,§).
ce(n—1/4,n+1/4) ( ) ( ) £e(m—1/4n+1/4) ( )
O
Finally, we prove Lemma 6.6.
Lemma 6.6. Notice,
1 M(K6)1/3 n Ke)l/3 1/3
At kyn) = 5 U R (e VPGt k
n (7 77) 3 <k777>2/3 <k,?’]>e < 777> (7 777)
7 <knn> (e, )P 1R G ) 4 ORI (G y8, Gt k).
Hence, the result follows from Lemma 6.5.
O

B Fourier analysis and Gevrey spaces

For f(z,v) we define the Fourier transform f(k,n), where (k,n) € Z x R, and the inverse Fourier
transform via

X 1 o
fhon = s [ e i, () = o S [ ey

kEZ

With these conventions, recall that
J— —_ 1 ~
Ydxdv = (k,n)g(k,n)d = —fx*g
/fwv z,v)dzdy = Z/f gk mdn, - fg=—f*3.

Paraproducts are defined in §6.2 using the Littlewood-Paley dyadic decomposition. Here we fix
conventions and review the basic properties, see e.g. [3]. Let ¢ € C3°(R4+;R4) be such that
P(§) =1 for £ <1/2 and 9(§) = 0 for & > 3/4 and define x(§) = ¥(§/2) — (&), supported in the
range ¢ € (1/2,3/2). Then we have the partition of unity for £ > 0,

1=Y" x(M'¢),
Me2?2
where we mean that the sum runs over the dyadic integers M = ...,277,...,1/4,1/2,1,2,4,...,27
For f € L*(T x R),
far = x(M~H V) f, fer= > fx (B.1)
Ke2Z:K<M

which defines the decomposition (in the L? sense)

F= fu

Me2Z
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We make use of the notation

for = > e

Ke2Z: L M<K<CM

for some constant C' which is independent of M; the exact value of C' is not important provided it is
finite and independent of M. There holds the almost orthogonality and the approximate projection

property

I£12~ D Ifarllz (B.2a)
Me2Z
I lly = 1(far)~nally (B.2b)
and more generally, if f = Zj D; for any D; with %2j C supp D; C C27,
I1£15 e > 1Dsll3- (B.3)
JEZ

Next we give some basic inequalities which are useful for working in Gevrey class and related
norms. The first is a set of Young’s inequality-type estimates; see e.g. [10] for proofs.

Lemma B.1. (a) Let ,G(k,n) € L*(Z% x RY) and (k) H(t, k) € L*(Z?) for ¢ > d/2. Then, for
any t € R,

Sao Gl I H@) (B.4)

L2
k,n

Z/H(t,e)c;(k — 4, —tl)
l

If instead (k)7 G(t,k,n) € L*(Z* x R?) for o > d/2, then for any t € R,

Sao |0)7Gliz IH®z (B.5)

2
Lk,n

Z/H(t,e)c;(k — 4, —tl)
l

We also recall the following trace lemma.
Lemma B.2 (L? Trace). Let g € H*(R?) with s > (d — 1)/2 and C C R? be an arbitrary straight
line. Then there holds,
Hg”L2(C) Ss 19l s -

The next set of inequalities show that one can often gain on the index of regularity when
comparing frequencies which are not too far apart (provided 0 < s < 1). This is crucial for doing
effective paradifferential calculus in Gevrey regularity.

Lemma B.3. Let 0 <s <1, z,y >0, and K > 1.
(i) There holds

2% — y°| < smax(z*~y" ) [z —y). (B.6)
so that if |[v —y| < %,
s
lz° —y°| < -1 lz —y|®. (B.7)
Noteﬁ <1 as soon assﬁ+1<K.
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(i) There holds

1-s
s max(z,y s s
ool < (PE) ), (B.5)
so that, if %y <z < Ky,
S K e S S

Gevrey and Sobolev regularities can be related with the following two inequalities:

(i) Forallz >0, a> >0, C,6 >0,

B
O’ < ec(%)ﬂe&a; (B.10)
(ii) For all x >0, a, 0,6 > 0,
. 1
e < = (B.11)
da(x)e
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